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Abstract: Financial potential is an important indicator that reflects the availability of resources and 
opportunities for the development of a region. A comprehensive study of this indicator is very 
necessary to achieve growth and improve the financial and economic climate in any country and 
region. Therefore, this study aimed to identify statistically significant factors of financial capacity that 
affect economic growth and financial potential. In order to achieve the stated objectives, regression 
analysis was adopted and the study sample comprised data obtained from 82 regions of Russia. It is 
also important to comprehend that this study spanned the period from 2009 to 2022. Three models 
were examined, namely Fixed Effects Model (FEM), Ordinary Least Squares (OLS), and Random 
Effects Model (REM), and FEM was identified as more precise for the study analysis. The results 
showed nine very important factors with the capability to influence financial potential. These factors 
include budget (coefficient of covering budget expenses with own income, external financing ratio), 
investment (investment in fixed assets per capita, financial performance ratio of organizations per 
capita), credit (level of debt load of corporations, level of debt load of individuals; loans to deposit 
ratio), and household financial performance (consumer spending per capita), all of which were 
identified at a 99% confidence level. Accordingly, all factors, except the loan-to-deposit ratio, were 
observed to be positively correlated with indicators of socio-economic development (GRP per capita) 
and financial potential. 

Keywords: Economic growth; Financial potential; Fixed effects model; Regression analysis 

1. Introduction 

The proper functioning, development, and economic growth of any region is typically 
conditioned by the possibility of the region to possess and attract sufficient financial resources. This 
is evidenced by a previous study, where financial factors were reported to play a very significant 
role in economic development as these factors invariably provided the necessary resources for 
investment and innovation (Wang and Tan, 2021). Access to financial resources enables the 
continuation and expansion of businesses, thereby fostering entire economic growth, as financial 
factors have been observed to contribute substantially to stability and confidence in the economy 
(Ozili and Iorember, 2023). A well-functioning financial system promotes transparency and trust, 
which attracts both domestic and foreign investments in return. Moreover, the efficient allocation of 
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financial resources allows for the achievement of maximum economic growth in regions 
(Petropoulos et al., 2024). Financial potential is an indicator that can be used to effectively measure 
the capability of the subjects of a region's economy (government bodies, corporate structures, 
population) to accumulate financial assets and transform income into potential resources with the 
primary aim of ensuring the strategic goals of the region is met (Boldyreva, 2018; Yarullin and 
Galimova 2011; Ataeva, 2010; Bulatova, 2010). Typically, regional authorities are saddled with the 
task of controlling the allocation and maximizing the inclusiveness and optimal utilization of all 
available financial resources. The group is actively engaged in activities that focus on discovering, 
attracting, and generating financial potential. This financial potential is necessary to achieve the 
strategic goals of the region's socio-economic development (Rogateniuk, 2022). 

Based on these insights, an inference can be made that a comprehensive study of the importance 
of financial potential as an indicator is very essential. However, the complexity and ambiguity 
surrounding the methods used to calculate financial potential indicators present a significant 
challenge. This issue invariably emphasizes the necessity of continued explorations to analyze the 
indicator using a systematic approach.  

Various methodologies exist for assessing financial potential, most of which converge in defining 
the aspect as an integral indicator influenced by multiple factors (Zakhidov, 2024; Avduevskaya 
2023; Chen et al., 2021; Markeeva, 2020; Goridko and Nizhegorodtsev, 2012; Konyarova 2005). It is 
important to comprehend that the scientific community remains divided, particularly regarding the 
selection of factors capable of significantly impacting financial potential. This is evidenced by the 
fact that while some investigators rely on expert judgment to determine the factors influencing the 
indicator, a statistically substantiated method appears to be more reliable and justified. Therefore, 
this study aims to identify statistically meaningful factors that can be used in the assessment of 
financial potential. 

As stated in a previous study, the financial potential of a region comprises budgetary, credit, 
investment, and household financial potentials, all of which can be examined independently 
(Boldyreva, 2018). These components, in turn, depend on the volume of available financial resources 
and the efficiency of the resources redistribution and utilization. In a bid to identify and select 
relevant factors for analysis, existing studies on the previously outlined components were reviewed. 
For instance, budget potential has been estimated using regression analysis methods in studies by 
Oladipupo and Oladipo (2022); Awwaliyah et al. (2019); Veprev (2015), and investment potential 
was investigated by Drapkin and Dubinina (2020); Jumaev et al. (2019); Kosinova et al. (2014). 
Meanwhile, household financial potential has been examined in the works of Andrejovská and 
Buleca (2016); Ang (2008); Konyarova (2005).  

Regardless of the availability of various publications on this subject matter, no study was 
identified where regression analysis was applied to credit potential factors in a regional context. To 
address the gap, a method that considers the territorial peculiarities of the credit component, 
specifically examining the level of credit distribution among the population and organizations, as 
well as the loan-to-deposit ratio was proposed in the current study. Theoretical aspects of this topic 
have been explored in works by Verbinenko and Badylevich (2018); Crocco et al. (2014). 

The literature review conducted showed a lack of studies that analyze financial potential from a 
systematic perspective, particularly concerning its specific components. Therefore, the scientific 
novelty of this study lies in its examination of the statistical significance of individual factors 
associated with the four key components of financial potential, namely budgetary, investment, 
credit, and household financial capacities. This investigation was carried out with the aim of filling 
a very important gap by investigating the statistical significance of credit potential factors, which 
had been largely overlooked in previous studies. 

The article is expected to contribute significantly to the existing body of scientific discourse on the 
subject matter by addressing the aforementioned gaps. Identifying relevant factors and 
understanding respective correlation with the dependent variable enables a more precise calculation 
of the financial potential of a region. These calculations are instrumental in assessing the current 
state of a region by evaluating its resilience and forecasting its capacity for economic acceleration as 
well as improved financial performance. 
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The identified factors can also serve as a basis for independent regional analyses. For instance, 
examining the current values of a region alongside its dynamic changes can help identify 
problematic indicators, which would invariably facilitate the monitoring of financial and economic 
developments. This method not only tracks fluctuations over time but also emphasizes deficiencies 
in financial factors, enabling the implementation of targeted corrective measures. Furthermore, the 
values of the introduced variables can serve as key monitoring indicators for financial regulators, 
considering the direct influence each of the variables has on financial potential and respective roles 
as determinants of regional economic growth (GRP). To achieve the objectives of this study, a 
comprehensive literature review was conducted, potential variables for analysis were identified, 
relevant data was collected, and regression modeling was adopted and performed. 

In line with a previous exploration, regression analysis was adopted to examine the relationships 
between the dependent and independent variables, as well as to test the formulated hypotheses 
(Rytova and Skhvediani, 2021). In analyzing panel data, three types of regression models were 
developed namely the pooled Ordinary Least Squares (OLS) model, Fixed Effects Model (FEM), and 
Random Effects Model (REM). Generally, a linear regression model for panel data, consisting of 
explanatory variables, can be expressed as follows (Equation 1). 

𝑦𝑖𝑡 = 𝛽0 + 𝛽1 ∗ 𝑋1,𝑖𝑡 + 𝛽2 ∗ 𝑋2,𝑖𝑡 + ⋯ +  𝛽𝑘 ∗ 𝑋𝑘,𝑖𝑡 + 𝜀𝑖𝑡 , 𝑖 = 1, … , 𝑛 (1) 
where 𝑦𝑖𝑡is the dependent variable, 𝑋𝑘,𝑖𝑡 is the explanatory variable matrix with k columns and N 
= i × t rows,  

FEM (Equation 2) examines the relationship between predictors and the dependent variables in 
each region. As stated in a previous study, when applying a regression with fixed effects, it is 
assumed that certain regional factors may influence both the dependent and independent variables 
(Sheytanova, 2015). Therefore, controlling for these factors is essential to ensure the reliability of the 
analysis. By adopting fixed effects, the influence of time-invariant characteristics was successfully 
eliminated from the independent variables, allowing for a more precise evaluation of the true 
impact of each variable in the regression model. 

𝑦𝑖𝑡 = 𝛼𝑖 + 𝛽1 ∗ 𝑋1,𝑖𝑡 + 𝛽2 ∗ 𝑋2,𝑖𝑡 + ⋯ +  𝛽𝑘 ∗ 𝑋𝑘,𝑖𝑡 + 𝜀𝑖𝑡 , 𝑖 = 1, … , 𝑛 (2) 
where 𝛼𝑖 is specific for each region, which can explain correlations between observations that are 
not caused by dynamic trends over time. 

In REM (Equation 3), variations between entities are typically assumed to be random and 
uncorrelated with the explanatory variables in the model, distinguishing it from FEM. In REM, error 
terms are also assumed to be uncorrelated with the predictors, which allows for the inclusion of 
stationary (time-independent) variables as explanatory factors. 

𝑦𝑖𝑡 = 𝛽1 ∗ 𝑋1,𝑖𝑡 + 𝛽2 ∗ 𝑋2,𝑖𝑡 + ⋯ +  𝛽𝑘 ∗ 𝑋𝑘,𝑖𝑡 + 𝑢𝑖𝑡 +  𝜇, 𝑖 = 1, … , 𝑛 (3) 

where 𝑢𝑖𝑡 is the region-specific random effect, and 𝜇 is the country-specific random effect.   
According to a previous exploration, the preferred models for analyzing panel data are FEM and 

REM, while the pooled OLS model is commonly used for comparison (Jigeer et al., 2023). The 
selection of the most appropriate model is determined through statistical hypothesis testing. 

2. Methods 

 During the course of this study, data were analyzed for 82 out of 89 regions of the Russian 
Federation for the period from 2013 to 2022. The set of data obtained from the Nenetsky 
Autonomous Okrug was considered part of the Arkhangelsk Region and analyzed accordingly. 
Similarly, the Khanty-Mansiysk Autonomous Okrug and the Yamalo-Nenets Autonomous Okrug 
were analyzed as part of the Tyumen Region. It is important to establish that regions adjoined with 
the Russian Federation after 2022 were excluded from the study due to the availability of 
insufficient statistical data. Additionally, territorial changes led to the inclusion of missing values 
for the Republic of Crimea and Sevastopol in the dataset for the period from 2009 to 2013, but 
considering the large sample size, the impact of these omissions on the model was minimal (Rosstat, 
2024).  
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List of the variables used in the modelling process is presented in the Table 1. The Gross regional 
product (GRP) per capita has been selected as the dependent variable, as it is closely interrelated 
with financial potential of the region and is used as a result in empirical models of economic growth. 

Based on existing literature and an understanding of economic processes, the following 
hypotheses were formulated, with respective rationales explained. 
 
Table 1 Variables considered for modeling 

Financial 
potential 

component 

Initial variable Calculation Hypo
thesis 

Expected 
sign 

 GRP per capita Indicator of economic development 
(Rosstat) 

 Dependent 
variable 

Budget 
potential 

Coefficient of covering 
budget expenses with 

own income 

𝑇𝑎𝑥 + 𝑂𝑡ℎ𝑒𝑟 𝑁𝑜𝑛 − 𝑡𝑎𝑥 𝑜𝑤𝑛 𝑖𝑛𝑐𝑜𝑚𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑏𝑢𝑑𝑔𝑒𝑡 𝑒𝑥𝑝𝑒𝑛𝑑𝑖𝑡𝑢𝑟𝑒𝑠
 

H1 “+” 

Security ratio of 
regional budget own 

income per capita 

 
𝑇𝑎𝑥 + 𝑂𝑡ℎ𝑒𝑟 𝑁𝑜𝑛 − 𝑡𝑎𝑥 𝑜𝑤𝑛 𝑖𝑛𝑐𝑜𝑚𝑒𝑠

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑎𝑛𝑛𝑢𝑎𝑙 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑎𝑚𝑜𝑢𝑛𝑡
 

H2 “+” 

External financing ratio 𝐺𝑟𝑎𝑡𝑢𝑖𝑡𝑜𝑢𝑠 𝑏𝑢𝑑𝑔𝑒𝑡 𝑖𝑛𝑐𝑜𝑚𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑏𝑢𝑑𝑔𝑒𝑡 𝑖𝑛𝑐𝑜𝑚𝑒𝑠
 

H3 “+” 

Investment 
potential 

Investment in fixed 
assets per capita 

Annual amount of investment in 
fixed assets per capita 

H4 “+” 

Financial performance 
ratio of organizations 

per capita 

 Cumulative profit or loss of all 
entities in the region at the end of the 
year divided by the average annual 

population 

H5 “+” 

Credit 
potential 

Level of debt load of 
corporations 

Amount of total outstanding debt at 
the beginning of the year per legal 
entity on loans in rubbles provided 

by banks on the territory of the 
region divided by the number of 

enterprises 

H6 “+” 

Level of debt load of 
individuals 

Amount of total outstanding debt at 
the beginning of the year per 

population on loans in rubbles 
provided by banks on the territory of 

the region divided by the average 
annual population 

H7 “+” 

Loans to deposit ratio The ratio of the total outstanding 
loans divided by total cumulated 

deposits at the beginning of the year 
issued by the commercial banks on 

the territory of the region 

H8 “-” 

Financial 
potential of 
households 

Consumer spending per 
capita 

The average amount of money spent 
on goods and services by each 
individual within a household 

H9 “+” 

Average saving 
propensity 

𝐶𝑜𝑛𝑠𝑢𝑚𝑒𝑟 𝑠𝑎𝑣𝑖𝑛𝑔𝑠 𝑝𝑒𝑟 𝑐𝑎𝑝𝑖𝑡𝑎

𝐶𝑜𝑛𝑠𝑢𝑚𝑒𝑟 𝑖𝑛𝑐𝑜𝑚𝑒𝑠 𝑝𝑒𝑟 𝑐𝑎𝑝𝑖𝑡𝑎
 

H10 “+” 

Level of employment The percentage of the working-age 
population that is currently 

employed  

H11 “+” 
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H1: A high coefficient of budget spending coverage with own income shows financial stability, 
fiscal responsibility, reduced dependence on external sources, and efficient resource allocation. 
These factors positively influence economic growth. 

H2: A government that efficiently manages its budget and funds its spendings is more probable 
to develop a conducive environment for economic growth (Afonso and Alegre, 2011). This is 
because a well-managed government budget fosters a stable economic climate, which, in turn, can 
lead to higher GRP per capita (Victorova et al., 2024). 

H3: External financing can provide essential funds for investment in infrastructure, technology, 
and other sectors that stimulate economic growth (Do and Levchenko, 2007). This may lead to 
increased productivity, job creation, and entire economic development, thereby contributing 
significantly to higher GRP per capita (Tanina et al., 2023, Arteeva et al., 2022).  

H4: Investment in fixed assets, such as infrastructure, equipment, and real estate, serves as a key 
driver of economic growth by enhancing productivity and efficiency. When entities invest in self-
development, a positive multiplier effect occurs, benefiting the broader economy (Musnitskaya and 
Kolotova, 2021). Increased business activity can spur growth in related industries, supply chains, 
and service sectors, further increasing GRP per capita. 

H5: Strong financial performance in businesses signifies dynamic economic activity and 
innovation. These factors contribute to the entire economic growth, which positively impacts GRP 
per capita. 

H6: The corporate debt load per capita can positively influence GRP per capita by financing 
business operations and expansion. Investments supported by debt, such as infrastructure 
development, job creation, and innovation, enhance economic activity and drive growth. 

H7: Individual debt can serve as a source of household spending. A moderate level of personal 
debt enhances purchasing power and can support individual investments, contributing to economic 
development and GRP per capita growth. 

H8: A high loan-to-deposit ratio may signify that financial institutions are lending out more 
money than they hold in deposits, potentially signaling financial instability and increased credit 
risk (Malede, 2014). However, a low loan-to-deposit ratio may imply financial institutions possess 
excess liquidity that are being underutilized. This form of liquidity issue in the banking sector can 
negatively impact economic growth and GRP expansion. 

H9: Consumer spending per capita plays a very important role in driving economic growth and 
influencing GRP per capita. As consumers increase respective spendings on goods and services, 
businesses respond by expanding operations, availing job opportunities, and generating income. 
This dynamic foster a more prosperous and resilient regional economy. 

H10: Savings serve as a critical source of investment, often deposited into financial institutions 
that, in turn, provide funding for businesses and government projects, as well as drive economic 
growth. Additionally, a higher average savings rate enhances financial stability in a region, 
developing a buffer against economic downturns. 

H11: Employment levels are a key determinant of regional economic performance and can 
positively influence GRP per capita. By fostering job creation, increasing household incomes, 
stimulating consumer spending, attracting investments, and promoting innovation, a 
comprehensive labor market contributes to a dynamic and thriving economy. The methodology 
adopted in this study is presented in Figure 1.   
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Figure 1 Study methodology 

3. Results and Discussion 

The results obtained from the regression analysis conducted, as presented in Table 2, show that 
9 out of the 11 observed factors were statistically significant and influenced GRP per capita. The 
security ratio and average saving propensity were excluded from the model due to high 
multicollinearity with other variables. This suggested a strong interdependence among factors, 
which could negatively affect the model's reliability. Accordingly, Variance Inflation Factor (VIF) 
of the revised model remained below 10, reflecting the absence of multicollinearity. 

The level of employment was further excluded due to its statistical insignificance at the 95% 
confidence level. An F-test was conducted to assess the collective significance of the independent 
variables in explaining variations in the dependent variable (Ratnikova and Furmanov, 2014). 
Furthermore, the results showed how the p-value of the F-statistic was above the 5% threshold, 
leading to the failure to reject the null hypothesis that all coefficients were equal to zero. This 
suggested that, relative to other selected factors, the level of employment did not have a significant 
effect on GRP per capita. 

A comparison of OLS, FEM, and REM models was subsequently performed to determine which 
was preferable. First, OLS and FEM were compared with each other using Akaike Information 
Criterion (AIC) and Bayesian Information Criterion (BIC) (Kassambara, 2018). Based on the 
observations made, FEM had the lowest AIC and BIC scores, signifying the model as the better 
choice. Subsequently, FEM and REM were compared using the Hausman specification test. The test 
produced a p-value significantly lower than the selected significance level, leading to the rejection 
of the null hypothesis and confirming that the fixed-effects estimator was more consistent. Based 
on these insights, FEM was identified as the most appropriate model for this analysis.  
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Table 2 Results of Regression analysis 

Initial variable Model 
designation 

Pooled OLS FEM REM 

Coefficient of covering budget 
expenses with own income 

𝑙𝑛 (𝐶𝑜𝑣_𝑒𝑥𝑝) -0.144*** 
(0.0355) 

0.245*** 
(0.0347) 

0.175*** 
(0.0348) 

External financing ratio 𝑙𝑛 (𝐸𝐹𝑅) -0.107*** 
(0.0165) 

0.0906*** 
(0.0143) 

0.0515*** 
(0.015) 

Investment in fixed assets per 
capita 

𝑙𝑛 (𝐼𝑛𝑣_𝐹𝐴) 0.415*** 
(0.0124) 

0.149*** 
(0.039) 

0.217*** 
(0.0139) 

Financial performance ratio of 
organizations per capita 

𝑙𝑛 (𝐹𝑖𝑛_𝑝𝑒𝑟𝑓) 0.0897*** 
(0.00529) 

0.0487*** 
(0.00417) 

0.0588*** 
(0.00439) 

Level of debt load of 
corporations 

𝑙𝑛 (𝐶𝑜𝑟𝑝_𝑑𝑒𝑏𝑡) 0.249 *** 
(0.0142) 

0.215*** 
(0.0186) 

0.207*** 
(0.0170) 

Level of debt load of 
individuals 

𝑙𝑛 (𝐼𝑛𝑑_𝑑𝑒𝑏𝑡) 0.0369** 
(0.0127) 

0.152*** 
(0.0143) 

0.112*** 
(0.0143) 

Loans to deposit ratio 𝑙𝑛 (𝐿𝐷𝑅) -0.236*** 
(0.0219) 

-0.206*** 
(0.0210) 

-0.183*** 
(0.0189) 

Consumer spending per capita 𝑙𝑛 (𝑆𝑝𝑒𝑛𝑑𝑖𝑛𝑔) 0.154*** 
(0.0331) 

0.332*** 
(0.0419) 

0.334*** 
(0.0389) 

Constant  5.162*** 
(0.277) 

7.000*** 
(0.352) 

6.152*** 
(0.330) 

Observations  952 952 952 

Adjusted R-squared  0.937 0.955  

p-value (F-test robust)  0.000 0.000 0.000 

AIC  -759 -1980.9  

BIC  -715 -1937.2  

***, **, * showed significant values at 1%, 5%, and 10% levels (Values represent the maximum acceptable 
chance of incorrectly rejecting the null hypothesis if the null hypothesis is, in fact, true), with standard errors 
stated in parenthesis. 

 
 The adjusted R-squared value of the model was observed to be high (96%), reflecting that the 

selected factors were capable of explaining a significant portion of the variation in the dependent 
variable. This suggested the presence of a strong explanatory power of the model. Accordingly, all 
variables retained in the model were statistically significant. The p-values in F-test were below 1%, 
leading to the rejection of the null hypothesis that all regression coefficients were equal to zero. This 
confirmed the entire significance of the model, which can be expressed by Equation 4.  

ln(𝐺𝑅𝑃𝑝𝑒𝑟 𝑐𝑎𝑝𝑖𝑡𝑎) = 7 +  0.245 ∗ 𝑙 𝑛(𝐶𝑜𝑣𝑒𝑥𝑝) + 0.091 ∗ ln(𝐸𝐹𝑅) + 0.149 ∗ 𝑙𝑛 (𝐼𝑛𝑣_𝐹𝐴) +

0.049 ∗ 𝑙 𝑛(𝐹𝑖𝑛𝑝𝑒𝑟𝑓) +  0.215 ∗ 𝑙 𝑛(𝐶𝑜𝑟𝑝𝑑𝑒𝑏𝑡) + 0.152 ∗ 𝑙 𝑛(𝐼𝑛𝑑𝑑𝑒𝑏𝑡) −

0.206 ∗ ln(𝐿𝐷𝑅) +  0.332 ∗ 𝑙𝑛 (𝑆𝑝𝑒𝑛𝑑𝑖𝑛𝑔) (4)

 

The results obtained from this study showed that variables from all four groups of financial 
potential, namely budget, investment, credit, and household potentials, significantly influenced 
GRP per capita. Specifically, the coefficient of covering budget expenses with own income, external 
financing ratio, investment in fixed assets per capita, financial performance ratio of organizations 
per capita, level of corporate debt load, level of individual debt load, and consumer spending per 
capita all had a positive correlation with GRP per capita. This implied that a 1% increase in these 
variables leads to a corresponding percentage growth in GRP per capita, as determined by the 
estimated coefficients. Among these, consumer spending per capita was observed to be the most 
influential factor in the model. However, the loans-to-deposits ratio negatively correlated with GRP 
per capita. Specifically, a 1% increase in the loans-to-deposits ratio will lead to a 0.2% decrease in 
GRP per capita. A comparative analysis of these insights with those of previous works (Table 3) 
showed the consistency of the results with established publications on the relationship between 
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GRP per capita and financial factors. Prior studies were observed to have primarily relied on OLS 
modeling, while this current study introduces a more comprehensive method by incorporating 
FEM and REM. 

 
Table 3 Correspondence of the received results and previous results 

Hypothesis Previous studies Expected 
sign 

Received 
sign 

Comments 

H1 Awwaliyah et al., 
(2019) 

“+” “+” The obtained results do not contradict 
previous observations and economic theory. 

H2 Oladipupo and 
Oladipo (2022); 
Awwaliyah et al. 
(2019) 

“+”  The variable was excluded from the model 
due to multicollinearity.  

H3 Oladipupo, & Oladipo 
(2022); Awwaliyah et 
al. (2019) 

“+” “+” The results do not contradict previous 
findings and economic theory. 

H4 Drapkin and Dubinina 
(2020); Jumaev et al. 
(2019) 

“+” “+” The obtained results do not contradict 
previous observations and economic theory. 

H5 Jumaev et al. (2019); 
Kosinova et al. (2014) 

“+” “+” Also studied by Drapkin and Dubinina 
(2020) but excluded due to insignificance. 
Based on other studies and economic 
theory, positive signs were expected from 
the exploration. 

H6 no previous results of 
usage in regression 
modeling 

“+” “+” The result does not contradict economic 
theory. 

H7 no previous results of 
usage in regression 
modeling 

“+” “+” The result does not contradict economic 
theory. 

H8 no previous results of 
usage in regression 
modeling 

“-” “-” The result does not contradict economic 
theory. 

H9 Qin (2024); 
Andrejovská and 
Buleca (2016); Ang 
(2008); Konyarova 
(2005) 

“+” “+” The observations made did not contradict 
previous findings and economic theory. 

H10 Andrejovská and 
Buleca (2016); Ang 
(2008); Konyarova 
(2005) 

“+”  The variable was excluded from the model 
due to multicollinearity. 

H11 Andrejovská and 
Buleca (2016); Ang 
(2008); Konyarova 
(2005). 

“+”  The variable was excluded from the model 
due to statistical insignificance. 

 
Identifying these factors is not the final stage of the analysis but serves as an important step in 

confirming the relationships between the dependent variable, namely economic potential, and the 
independent variables. The obtained results provide a solid foundation for further analysis, 
enabling more precise calculations of financial potential. 

Essentially, a systematic examination of financial potential factors at the regional level is 
instrumental in identifying problematic values in different regions (Shkarupeta et al., 2022). This 
method allows for tracking dynamic changes over time and uncovering deeper issues affecting 
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economic development. It also facilitates the implementation of targeted improvement measures. 
Monitoring the outlined key factors is essential for both government agencies and financial 
institutions, as proper monitoring enables timely interventions to mitigate risks and enhance 
financial stability. The insights availed by this study invariably reinforce the importance of 
integrating identified factors into strategic planning, which will contribute to sustainable economic 
growth across regions in return. 

4. Conclusions 

In conclusion, this study successfully identified significant factors of financial potential alongside 
the influence of each factor on regional economic development, measured through GRP per capita. 
The relationships between these variables were also rigorously examined using regression analysis. 
Accordingly, the novelty of the current study is based on its comprehensive method, which 
considered various financial potential components including credit factors. Despite its 
contributions, the exploration acknowledged certain limitations. These limitations include the fact 
that the selected models did not capture the full complexity of financial interdependencies, but each 
effectively emphasized key patterns in regional financial development. The obtained results can be 
used in the further development of assessment methods, conducting economic analysis and 
forecasting, and formulating supportive measures at regional and national levels. Lastly, the 
investigation contributes to addressing pressing issues related to financial capacity and economic 
growth, while offering valuable insights for policymakers at the state, regional, and municipal 
governance. Explorations in this field are necessary to expand on the presented insight and enhance 
strategies for economic development. 
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