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Abstract: Employee attrition is considered a persistent and significant problem across all the leading 
businesses globally. This is evidenced by the fact that the issue negatively impacted not only 
production but also impeded the ability of businesses to maintain continuity and adopt strategic 
planning. Typically, employee attrition occurs when employees are dissatisfied with respective work 
experiences. To effectively address this issue, proactive measures can be implemented to enhance 
employee retention through early identification and mitigation of factors that contribute to perceived 
dissatisfaction in work places. In the current era of big data, people analytics has been widely adopted 
by human resource (HR) departments across various businesses with the aim of understanding the 
different workforces across distinct fields and reducing the attrition rate. As a result, organizations 
are presently incorporating machine learning (ML) and artificial intelligence (AI) into HR practices 
to help decision-makers make better, well-informed decisions about respective human resources. The 
application of ML has been confirmed to be the optimal method for predicting employee attrition, 
but the optimization of its hyperparameter can further improve the prediction accuracy. Therefore, 
this novel study aimed to tune the hyperparameters of boosting ML algorithm family and develop a 
potential tool for employee attrition prediction through the adoption of Bayesian optimization (BO). 
Using IBM HR Analytics dataset, the exploration compared the performance of six ensemble 
classifiers and identified categorical boosting (CB) as the superior model which achieved the highest 
accuracy of 95.8% and AUC of 0.98 with optimized hyperparameters, showing its comprehensiveness 
and reliability. The comparison results showed how various boosting ML variants could be used to 
build a promising tool that is capable of accurately predicting employee attrition and enabling HR 
managers to enhance employee retention as well as satisfaction. 
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1. Introduction 

Sustainability is considered a cornerstone of long-term organizational success in the 
contemporary corporate environment (Zihan et al., 2024; Moganadas and Goh, 2022). Green Human 
Resource Management (GHRM) is increasingly recognized as a strategic approach that harmonizes 
HR functions with environmental and social governance (ESG) objectives (Khare et al., 2025). 
Typically, GHRM comprises a range of initiatives, including eco-friendly policies, paperless 
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operations, remote work, and employee engagement in sustainability programs. By embedding 
sustainability into HR practices, organizations have been observed to not only reduce respective 
environmental footprint but also foster enhanced employee morale, productivity, and retention 
(Zihan et al., 2024; Jarupathirun and De Gennaro, 2018). This paradigm shift reflects a broader 
organizational commitment to sustainable development and reinforces the role of HR in driving 
both environmental stewardship and societal well-being. 

According to a previous study, a primary obstacle associated with the achievement of GHRM 
objectives includes employee attrition (Bell et al., 2024). High turnover typically disrupts team 
collaboration, increases hiring and training expenses, and undermines sustainability efforts by 
reducing institutional knowledge and efficiency. Therefore, in order to promote workforce stability 
and sustainable development, HR departments must prioritize reducing attrition. This is essential 
for reinforcing GHRM objectives and ensuring long-term organizational resilience. 

In response to the challenges, HR analytics was introduced as a transformative tool for predicting 
and mitigating employee attrition (Adeyefa et al., 2023; Emmanuel et al., 2021). Leveraging big data, 
machine learning (ML), and artificial intelligence (AI), HR analytics has been observed to 
significantly empower organizations to forecast turnover risks and implement targeted retention 
strategies (Arora and Upadhyay, 2024; Krishna and Sidharth, 2024). This result is also in line with 
other previous investigations, stating that predictive models when accurately tuned and applied, 
enabled HR professionals to proactively address employee concerns, improve job satisfaction, and 
mitigate attrition (Alsheref et al., 2022; Fallucchi et al., 2020; Jain et al., 2020). This predictive 
capability is in correspondence with GHRM by promoting workforce stability, minimizing resource 
waste, and fostering long-term employee engagement. 

Various extensive studies have underscored the effectiveness of ML models in attrition 
prediction. For instance, Chung et al. (2023) utilized ensemble learning to identify key attrition 
drivers, and emphasized factors such as job satisfaction, workload, and interpersonal relationships. 
Mozaffari et al. (2023) adopted a mixed-method triangulation approach to explore the role of 
organizational culture and leadership in attrition. Furthermore, Park et al. (2024) combined 
econometric analysis with ML methods to examine new employee turnover and show the complex 
interactions between job roles, compensation, and career development. Shafie et al. (2024) further 
achieved high predictive accuracy by integrating clustering methods with neural networks and 
advanced data augmentation methods. 

Despite the advancements, optimizing the performance of ML models for the accurate prediction 
of employee attrition remains a significant challenge. The majority of existing models rely on default 
hyperparameter configurations, and this typically limits respective predictive accuracy. Recent 
studies have emphasized the necessity of hyperparameter tuning to enhance model performance. 
For example, Thaiyub et al. (2024) introduced a three-layer ML method, which utilized Intel oneAPI 
to improve scalability and accuracy. Biswas et al. (2023) similarly adopted the use of ensemble 
methods and feature selection rooted in stimulus-organism-response theory to predict employee 
turnover. Regardless of these explorations, the body of studies that systematically integrate 
ensemble models with hyperparameter optimization to maximize predictive performance is still 
very limited. 

This study aims to address the stated gap through the adoption of BO to fine-tune the 
hyperparameters of popular boosted ensemble models, including gradient boosting (GB), adaptive 
boosting (ADA), light gradient boosting machine (LGBM), extreme GB (XGB), and categorical 
boosting (CB). In general, BO is used to effectively streamline the hyperparameter tuning process, 
thereby enhancing model precision and efficiency. By benchmarking the performance of these 
optimized models on HR datasets, the current investigation offers a scalable framework for attrition 
prediction, surpassing that of traditional methodologies. 

Real-world case studies have significantly emphasized the potential of integrating predictive 
analytics with GHRM. A similar example in this context includes Siemens AG in Germany, which 
successfully adopted GHRM by implementing energy-efficient practices and promoting remote 
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work, which led to reduced operational costs and improved employee retention (Okunhon and Ige-
Olaobaju, 2024). Similarly, Scandinavian countries have been observed to embed sustainability into 
respective HR policies, further showing the positive impact of the concept on workforce stability 
(Chiarini and Bag, 2024). As GHRM continues to gain traction, countries such as Japan and Australia 
have also incorporated the concept into broader ESG frameworks, and this method was reported to 
significantly reinforce the relationship between sustainable workforce management and long-term 
organizational resilience (Yaqub et al., 2024). 

This current study presents valuable insights into sustainable workforce management practices 
by bridging AI-driven HR analytics with GHRM. Its primary contributions include the development 
of an optimized predictive framework for employee attrition. Additionally, the investigation 
explores GHRM as a strategic mechanism to enhance employee retention and harmonize HR 
practices with sustainability objectives. It aims to guide organizations in leveraging advanced 
predictive models to foster a resilient, engaged, and environmentally responsible workforce, which 
enhances employee retention, promotes workforce stability, and supports both organizational and 
environmental objectives. 

2. Methods 

This section briefly describes the proposed framework and its components. For prediction model 
optimization, Bayesian network was adopted to identify the optimal hyperparameter of the selected 
ML algorithms for predicting employee prediction. Accordingly, the entire flow of the study, as 
shown in Figure 1 included the following, first, employee attrition data was pre-processed and 
incorporated into BO module for hyperparameter optimization. After identifying optimal 
hyperparameters, the selected ML algorithms were then trained using the identified parameters. 
The trained models were subsequently used for employee attrition prediction. In later subsections, 
a detailed explanation of the major algorithm utilized will be provided. 

 
Figure 1 Proposed Research Framework for Employee Attrition Prediction 

 

2.1. Dataset Description  
Employee Attrition & Performance data from IBM HR Analytics was utilized in this study (IBM 

HR, 2023). The dataset contained 35 features with 1470 observations, each of which was described 
by 34 standard HR features. Furthermore, the observations were categorized based on the target 
feature which was named attrition. This feature receives only two values as input, either ‘NO’ or 
‘Yes’ denoting whether or not an employee has resigned respective workplaces. The 1470 
observations obtained were unbalanced, attributed to the fact that 1233 observations described 
current employee characteristics while the remaining 237 described former employee attributes. 
However, it is essential to elucidate that the dataset invariably replicated real-world HR 
circumstances, and its qualities were accessible by the HR department of any organization (Sharma 
and Bhat, 2023). 
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2.1.1. Data Preprocessing  
Effective data preprocessing is essential for developing accurate and unbiased predictive models 

in HR analytics. This is evidenced by the fact that employee datasets frequently contain 
inconsistencies, missing values, and outliers with the capability on to skew predictions and produce 
unreliable insights. In order to enhance the reliability of predictive models and improve attrition 
forecasting, the data preprocessing steps adopted in this study are as follows: 

• Data Cleaning: A simple examination of the dataset showed that some employee features 
did not provide valuable information for the model development. For instance, the features, 
namely StandardHours and EmployeeCount, were shared by all employees. As a result, the 
data points under these features were omitted from the dataset. The feature 
EmployeeNumber was also excluded since its values were simply ascending numbers and 
irrelevant for classifying an employee. Three other features, namely HourlyRate, DailyRate, 
and MonthlyRate were similarly omitted because the respective associated datapoints added 
no value to the classification. After omitting the outlined characteristics, the dataset then 
consisted of 28 features including the target feature attrition.  

• Data Transformation: Some features in the selected dataset were categorical as opposed to 
numeric. The categorical values could not be utilized directly in the majority of ML methods 
as the algorithms were ineffective in handling non-numeric values (Binbusayyis et al., 2022). 
Accordingly, One-hot encoding was adopted to solve this issue. For instance, the Gender 
feature, which received either male or female value, was represented by the pairs (1, 0) and 
(0, 1) in its translated form. 

• Data Normalization: In HR datasets, feature ranges vary widely, and this typically leads to 
poor classification performance as the features with larger ranges tend to acquire more 
weight. In general, feature scaling is applied for standardizing independent features by 
adjusting the values of the features to make each feature fall in the same range. In the context 
of this present study, the values of the relevant features were rescaled to the interval [0, 1]. 

• Feature Selection: The relevance of features is crucial in predictive modeling, as irrelevant or 
redundant features can negatively impact model accuracy and efficiency. As stated in a 
previous study, feature selection methods helped identify and retain the most impactful 
variables while eliminating those with minimal contribution (Najafi-Zangeneh et al., 2021). 
Among the various feature selection methods, the Chi-square (χ²) ranking method was 
selected in this study due to its simplicity, efficiency, and suitability for evaluating categorical 
feature relevance with respect to the target variable. Dissimilar to more complex methods 
such as Recursive Feature Elimination (RFE) or mutual information, the Chi-square ranking 
method provides a straightforward and interpretable measure of independence, making it 
particularly effective for datasets with a mix of categorical and numeric features (Binbusayyis 
and Vaiyapuri, 2020). Using this method, six low-correlation features comprising three 
numeric, namely TrainingTimeLastYear, YearSinceLastPromotion, and PercentSalaryHike, 
and two categorical features including PerformanceRating and Gender, were excluded from 
the model to improve computational efficiency and ensure that only the most relevant 
characteristics were retained for predictive modeling. 

• Dataset Balancing: Class imbalance, a common challenge in classification problems, often 
leads to poor predictions for the minority class, which is typically the primary focus. To 
address this issue, Synthetic Minority Oversampling Technique (SMOTE) was adopted in 
this study to balance the dataset. Dissimilar to traditional oversampling, SMOTE generates 
synthetic instances by interpolating between existing minority class samples, thereby 
effectively reducing the risk of overfitting (Al-Darraji et al., 2021). Using the imblearn library 
with the k-nearest neighbors parameter set to 5, SMOTE increased the minority class "YES" 
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instances from 194 to 582. This ensured a balanced dataset, improving model performance 
and enabling the classifier to better learn the characteristics of both classes (Raza et al., 2022). 

2.1.2. Boosting-based Predictive Models  
 Ensemble classifiers were selected for this study because the models generally offer superior 

accuracy, reduce bias, and minimize variance by combining the predictions of multiple weak 
learners. Unlike single-model algorithms such as Support Vector Machines (SVM) and Neural 
Networks (NN), ensemble methods enhance comprehensiveness and generalizability, hence, 
considered ideal for complex classification problems such as employee attrition prediction 
(Aggarwal et al., 2022; El-Rayes et al., 2020). For the current investigation, boosting classifiers, which 
are a specialized form of ensemble learning (Pham et al., 2025; Dhini and Fauzan, 2021), were 
selected for respective iterative refinement processes. Using these classifiers, weak learners were 
sequentially trained to correct the errors made by previous models. This leads to highly accurate 
models that are less prone to overfitting. The boosting classifiers utilized in this study are 
summarized below. 

• Adaptive Boosting (ADA) focuses on correcting errors made by previous models. Initially, all 
training samples are assigned equal weights, but during each iteration, misclassified samples 
are given higher weights, prompting the next model to treat such samples as a priority. This 
process continues until the model achieves the desired accuracy or reaches a set number of 
iterations. The final prediction is derived by combining the weighted outputs of all weak 
learners, effectively reducing bias and improving entire performance (Lomakin and 
Kulachinskaya, 2023). 

• Gradient Boosting (GB): Dissimilar to ADA, GB adjusts model weights using the negative 
partial derivatives of the loss function, guiding the model to minimize errors more effectively 
(Bentéjac et al., 2021). This method typically enhances predictive performance by enabling 
each new model to fit the data better. 

• Light gradient Boosting (LGBM) is a scalable variant of GB that grows tree leaf-wise, selecting 
the leaf with the highest loss reduction for splitting (Toharudin et al., 2023). It also addresses 
data sparsity through Exclusive Feature Bundling, combining mutually exclusive features to 
reduce dimensionality without losing important information. These optimizations make 
LGBM faster and more efficient for large datasets. 

• Extreme Gradient Boosting (XGB) is an enhanced form of GB that uses second-order Taylor 
expansion to calculate residuals and includes a regularization term to control model 
complexity. This combination reduces overfitting, lowers variance and improves 
generalization. Accordingly, the design of XGB supports parallel learning, making it faster 
and more resource-efficient. The ability to balance accuracy and complexity makes the model 
highly effective for large datasets and complex tasks, hence, the name “regularized boosting”. 

• Categorical boosting (CB) outperforms XGB and LGBM when handling datasets with 
numerous high-cardinality categorical features (Toharudin et al., 2023). It introduces ordered 
boosting to reduce prediction shifts and a novel method for processing categorical data. 
Typically, CB uses oblivious decision trees, which expand evenly at each level, enhancing 
efficiency and reducing overfitting. The structure improves model balance and speeds up 
evaluation, making it highly effective for categorical data-intensive tasks. 

2.2. Bayesian Optimized Predictive Models  
The process of parameter tuning is an essential step in modeling to improve model performance 

and achieve the best results. Most ML algorithms have tunable hyperparameters, and the most 
common search methods adopted across different literature for parameter tuning include 
randomized search, heuristic search, grid search, and bio-inspired optimization methods. In recent 
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years, BO has become more popular for tuning ML hyperparameters because of its ability to 
optimize expensive derivative-free functions (Du et al., 2023). This hyperparameter tuner is a potent 
mathematical method for optimizing black-box functions that require a significant amount of time 
to assess. Essentially, the method was adopted in this study to optimize the hyperparameters of the 
selected boosting models.  

BO method incorporates a Gaussian process and the objective function posterior information to 
iteratively estimate the relationship between the input and output of the target system (Lu et al., 
2023). It draws the benefits of sequential model-based optimization methods to discover the next 
optimum position. Furthermore, the method uses an acquisition function that maximizes across 
iterations to determine the global optimum. This study adopted the use of expected improvement 
(EI) in the process of optimal value search as the acquisition function. EI is defined in Equation 1 
with the assumption that the acquisition function maximizes at x* (Du et al., 2023; Chen et al., 2023): 

𝐸𝐼(𝑥) = {
𝜇(𝑥) − 𝑓(𝑥∗)Φ(Z) + σ(x)ϕ(Z) 𝑖𝑓 σ(x) > 0

0 if σ(x) = 0
    (1) 

Where σ and μ represent the prediction variance and expectation respectively. In the same vein, the 
standard, probability, and cumulative distribution are represented by φ, Φ, and Z, respectively. It 
is important to establish that although BO offers significant advantages in hyperparameter tuning, 
the method is computationally intensive, specifically for large datasets or high-dimensional models. 
This present study mitigated these challenges by narrowing the hyperparameter search space to 
focus on the most impactful parameters and limiting iterations through a convergence threshold. 
The strategies effectively reduced computational costs while preserving the performance 
improvements achieved with the optimization method. 

3. Results and Discussion 

Following the establishment of the hyperparameter settings, the selected ML models were 
developed and tested. This section presents the result analysis obtained from the various 
experiments that were carried out specifically to compare the effectiveness of the six classifiers for 
employee attrition prediction. Finally, the section concludes by presenting the most important 
contribution made by the selected models. This is expected to help HR manager not only anticipate 
employee attrition but also understand the reason for its occurrence and uncover relevant and 
effective strategies to retain employees. 

 
Table 1 Prediction Accuracy comparison of developed ensemble classifiers with BO 

 ACC with default parameters ACC with tuned parameters 

RF 0.938 0.941 

ADA 0.912 0.923 

GB 0.931 0.941 

LGBM 0.936 0.936 

XGB 0.928 0.941 

CB 0.945 0.958 

 
3.1. Prediction Accuracy Analysis 

Experiments were conducted to investigate the effectiveness of the boosting classifier variants 
for predicting employee attrition. During these experiments, 12 prediction models were built using 
the determined optimal hyperparameter settings along with the baseline models from Python 
packages with default hyperparameters. The prediction accuracy of each classifier was computed 
for both tuned and default hyperparameter settings on the testing set. Table 1 presents the calculated 
prediction accuracies of the selected ensemble classifiers with the highest value presented in bold 
format and shaded in Gray. The graphical representation of the prediction accuracy is shown in 
Figure 2. 
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Figure 2 Visual comparison of prediction Accuracy for the developed ensemble classifiers with 
default hyperparameter (blue bars) and Bayesian optimized hyperparameter (orange bars) 

 
The experimental results presented in Table 1 and Figure 2 show that ADA performed relatively 

less appropriately compared to the other ensemble models, while CB achieved the highest accuracy 
under both default and tuned hyperparameter settings. The inferior performance of ADA can be 
attributed to its reliance on weak learners, which are more prone to underfitting complex data 
patterns. Additionally, the model is typically sensitive to noise in the dataset, which can 
substantially lead to instability and reduced accuracy compared to more robust models such as CB. 

Based on the obtained results, it can be seen that CB showed superior performance with 
accuracies of 0.945 (default) and 0.958 (tuned). The success in this context is largely due to its 
innovative handling of categorical features, use of GB with ordered boosting, and robust 
optimization methods that minimize overfitting. However, it is important to comprehend that the 
increase in accuracy achieved by CB variant with tuned hyperparameters was minimal, implying 
that the model performed well even with its default configuration. The obtained result was the same 
across all the other observed ensemble models. 

The observations made in this investigation are in line with previous results (Mehta and Modi, 
2021), which reported ADA's limitations as a weak learner and emphasized the superiority of more 
advanced tree-based boosting models. The performance advantage of CB reinforces its capability as 
a state-of-the-art ensemble learning algorithm, particularly in scenarios requiring precision and 
reliability. It is also evident from the results that RF, which is an example of a randomization-based 
approach for building tree ensembles, outperformed ADA considerably. Based on the results, it was 
inferred that regardless of the minimal performance differences among the six models, CB 
consistently delivered the best results, reinforcing its robustness and adaptability in predictive tasks. 
However, all models showed respective capabilities to accurately forecast scintillation. 

3.2. Cross Validation Analysis 
Cross validation is a method that is typically used for generalizing a model and to examine the 

model on the whole dataset. CV can be carried out using various mediums, such as the K-fold, 3-
fold, etc (Vaiyapuri, 2021). In the context of this present study, a 5-fold CV method was incorporated 
to divide the whole dataset into five subsets of equal size, out of which one subset was used for 
testing and the other four for model training. Similarly, the process was performed 5 times to test 
the complete dataset. Table 2 presents the accuracy results for each fold achieved by the six selected 
models under both default and tuned hyperparameter settings, with the highest values in bold 
format and shaded in Gray. Based on these accuracy results, it is evident that CB variant showed 
the highest average CV score while ADA produced the lowest score among all other analyzed 
models. Therefore, CV scores presented by all the analyzed models were consistent with the test 
scores shown in Table 1. 
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(a) (b) 

Figure 3 Visual comparison of 5-fold CV estimates of the ensemble classifiers performance 
developed with default hyperparameter (A) and Bayesian Optimized hyperparameter (B) 

 
The box plot is typically used to gain a better understanding of numerical data by graphically 

representing the maximum, minimum, and median along with the first and third quartiles of the 
dataset (Vaiyapuri, 2021). Figure 3 shows the accuracy boxplot for each of the analyzed models. 
Based on the boxplot, which was created using CV score laid out in Table 2, it is obvious that CB 
presented a comparatively higher median value than the other observed methods. Furthermore, 
from the visual inspection of the figure, CB with a tuned hyperparameter showed a smaller box that 
had no whiskers compared to other models and conformed to its potential performance with more 
minor variation in results across the folds.  

 
Table 2 5-fold CV estimates of the ensemble classifiers performance developed with default 
hyperparameter (left) and Bayesian Optimized hyperparameter (right) 

 CV scores with default settings CV scores with optimal settings 

 RF ADA GB 
LGB
M XGB CB RF ADA GB 

LGB
M XGB CB 

CV-1 0.953 0.922 0.945 0.943 0.949 0.928 0.973 0.942 0.96 0.945 0.969 0.923 

CV-2 0.947 0.882 0.903 0.914 0.914 0.949 0.984 0.932 0.928 0.963 0.944 0.98 

CV-3 0.93 0.907 0.922 0.941 0.928 0.96 0.951 0.907 0.949 0.952 0.948 0.97 

CV-4 0.948 0.895 0.909 0.935 0.92 0.937 0.968 0.915 0.928 0.939 0.900 0.978 

CV-5 0.927 0.897 0.920 0.918 0.918 0.928 0.978 0.927 0.937 0.940 0.958 0.99 

3.3. ROC-AUC Analysis  
 The majority of ML measurements, including accuracy, were ineffective on imbalanced datasets. 
Therefore, precision and recall must be considered when assessing ML performance on unbalanced 
data (Vaiyapuri and Binbusayyis, 2020). Accordingly, receiver operating characteristic (ROC) curve, 
which plots precision (P) vertically and recall (R) horizontally, is generally accepted as a very 
important visual tool for comparing the performance of ML models. The area under ROC (AUC) 
utilizes the class probabilities to rank each item rather than considering the predicated and actual 
classes, and when the curve gets closer to the top, AUC value is ideally expected to become larger, 
reflecting the best performance of the model. 

To carry out fair performance evaluation, this study adopted ROC and AUC to analyze the 
performance of the selected models for employee attrition prediction. In this regard, PR, Rec, F1, 
and AUC measures calculated for each of the analyzed models, alongside default and tuned 
hyperparameters are presented in Table 3 with the highest values presented in bold and shaded in 
Gray. From these results, it can be seen that CB variant performed better with AUC value of 0.94 
and 0.98 for default and tuned hyperparameters, respectively. In comparison, ADA model achieved 
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the lowest AUC value of 0.913. It is also essential to state that AUC values of all gradient variants 
were relatively close. 

 
Table 3 Comparison of Quantitative statistical performance metrics for the ensemble classifiers 
developed with default hyperparameter (left) and Bayesian Optimized hyperparameter (right) 

 AUC Analysis with default settings  AUC analysis with optimal settings 

 RF ADA GB 
LGB
M XGB CB RF 

AD
A GB 

LGB
M XGB CB 

P 0.93 0.91 0.93 0.94 0.93 0.95 0.94 0.80 0.94 0.94 0.94 0.95 
R 0.94 0.91 0.93  0.94 0.93 0.94 0.94 0.94 0.94  0.94 0.94 0.95 

F1 0.94 0.91 0.93 0.94 0.93 0.95 0.94 0.93 0.94 0.94 0.94 0.95 
AU
C 0.93 0.89 0.91 0.92 0.94 0.94 0.97 0.91 0.93 0.94 0.94 0.98 

 

  
(a) (b) 

Figure 4 Visual comparison of ROC and AUC estimates of the ensemble classifiers performance 
developed with default hyperparameter (a) and Bayesian Optimized hyperparameter (b) 

 
Figure 4 portrays ROC curves of all the analyzed models. In this curve, the black dashed line 

represents the performance of a random classifier with no discriminatory power, where the true 
positive rate equals the false positive rate, resulting in AUC of 0.5. Based on predefined standards, 
any model with a curve above this line shows predictive performance superior to random guessing. 
A higher AUC value signifies better model performance, with curves closer to the top-left corner 
reflecting higher sensitivity and lower false positive rates. Considering these results, it is visually 
evident that the curves of all analyzed models were inclined to the top left corner, signifying 
respective discriminative potential. Additionally, the ranking of the models based on ROC curve 
analysis is in line with the results from other performance metrics. CB consistently showed its 
robustness and reliability, followed by GB, LGBM, and XGB. The ROC curves of CB and RF are 
closer to the top-left corner of the plot, reflecting the high sensitivity and low false positive rates of 
the classifiers across a range of thresholds. This robustness made the models particularly suited for 
real-world applications where decision thresholds may vary. Essentially, ROC analysis adds 
another dimension of validation to the comparative performance of the ensemble classifiers, 
providing a more detailed understanding of respective strengths and limitations. 

4. Conclusions 

In conclusion, this study presented a comprehensive framework using Bayesian optimized 
ensemble models to enhance HR analytics in predicting employee attrition. By systematically 
comparing six ensemble classifiers across default and tuned hyperparameter settings, CB was 
identified as the most effective model, evidenced by its superior accuracy, AUC, and stability. Based 



570 
International Journal of Technology 16(2) 561-572 (2025)  

 

 

 

on the observations made, the implementation of BO significantly improved model performance by 
fine-tuning hyperparameters to achieve optimal configurations. However, the computational 
intensity of the optimizer remained a limitation, as it required substantial resources and time, 
particularly when applied to large-scale datasets or complex models. Another limitation observed 
during the course of the study was its reliance on a single dataset, which constrained the 
generalizability of the results. Considering these limitations, future explorations could validate the 
models on larger, real-world datasets to assess scalability and applicability. Investigating alternative 
optimization techniques and comparing GB models with other state-of-the-art ML methods could 
offer additional insights. Furthermore, integrating model-agnostic techniques may enhance both 
predictive accuracy and interpretability. Despite the outlined limitations, the results emphasized 
the potential of advanced ML to provide HR managers with actionable insights, reduce attrition, 
and support sustainable and resilient workforce management. 
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