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Abstract: Indonesia’s sugar industry has yet to become self-sufficient in sugar production. This is due 
to the unpredictable and fluctuating relationship between yield (sugar content [%)) and sugarcane 
productivity (Ton/Ha) in all state-owned and private Indonesian sugar mills. As a result, Indonesia’s 
domestic sugar consumption is still balanced by sugar imports. This study aimed to identify the main 
criteria and predict sugarcane yield and productivity using vegetative growth indicators in sugarcane 
cultivation using data science and a machine learning technique based on SVR and RF. The study 
found that the essential features for predicting sugarcane yield are clear juice, Pol, purity, Brix, and 
maturity factor, whereas the number of stems, stem height, stem weight, rainfall, and juring factor 
are important for predicting sugarcane productivity. The best model to predict sugarcane yield (%) 
was generated using RF with an average absolute error rate of 0.074% and accuracy in predicting 
yield with an average absolute percentage error of 0.010% and a sugarcane yield prediction error rate 
of 0.129%. The best sugarcane productivity prediction model was generated using SVR with an 
average absolute error rate of 0.051 tons/ha and accuracy in forecasting productivity with an average 
absolute percentage error of 0.001% and a sugarcane productivity prediction error rate of 0.058 
tons/ha. This model may be used to optimize sugar cane cultivation and harvesting times, resulting 
in increased productivity and yields, which benefits corporate performance and increases national 
sugar output. 

Keywords: Prediction; Productivity; Random forest; Sugarcane yield; Support vector regression 

1. Introduction 

The state of Indonesia’s sugar agro-industry has barred it from reaching food self-sufficiency. As 
a result, the government has designated sugar as a strategic priority. According to Indonesia BPS 
(2023), national sugar production in 2022 will be 2.41 million tons, while the need for sugar in 
Indonesia will be 7.3 million tons. With a consumption sugar of 3.2 million tons and the sugar needs 
of industry of 4.1 million tons, there is a gap in sugar needs, and the government imports sugar to 
cover the deficit and stabilize sugar prices due to high demand and low supply (BPS, 2023). The 
sugar agroindustry’s problem is directly related to the upstream side, notably sugarcane yield and 
productivity. (Rafiqi et al., 2023) asserted that low productivity and yield (produce) are internal 
issues that impede the development of alternative policies for sugar self-sufficiency. (Sulaiman et 
al., 2023) added that the lack of sugar output is due to diminishing land area, Low sugar cane 



1485 
International Journal of Technology 16(5) 1484-1500 (2025)  

 

 

 

productivity and yield. (BPS, 2023) demonstrates that the area of sugar cane plantations in 
Indonesia increased by 74,350 ha, or 17.9%, over the last five years (2018–2022). This indicates that 
the link between sugar output and sugarcane crop area is nonlinear. 

According to data collected by the Directorate General of Plantations, Ministry of Agriculture, 
all Indonesian sugar mills’ productivity and sugar cane production fluctuated in 2023. An unstable 
relationship pattern between sugarcane yield and productivity is revealed. This phenomenon 
creates uncertainty related to the correlation between increasing yield and increasing sugarcane 
productivity. The sugar mill has been conducting sugarcane maturity analysis to predict the 
appropriate harvesting time so that the processed sugarcane is in optimum condition, which has 
been done every two weeks since the plants were 8 months old, with yield samples utilized. 
(Indrawanto et al., 2017). Sugarcane production is estimated twice a year, in December and March, 
to predict the number of milling days needed. Owing to the high plant variability and the significant 
influence of environmental factors, sugarcane maturity analysis and production estimation are 
susceptible to errors. Additionally, a simple prediction model with linear regression is unable to 
capture the complexity of the interaction between multiple factors that affect sugarcane maturity 
and production. Thus, an accurate prediction model that can manage complex data, adjust to 
change, and find complex patterns can increase the efficiency of sugar production and make more 
accurate decisions while managing sugarcane plantations. Furthermore, accurate agricultural 
production forecasts may boost industry sustainability by improving both environmental and 
economic consequences (Everingham et al., 2016), and sugar shortages can emerge if sugar 
production changes are not adequately predicted (Jaelani et al., 2022). 

Previous research has modeled predictions of sugarcane productivity and yield, such as: (Jaelani 
et al., 2022) long short-term memory (LSTM) machine learning methods and linear regression using 
annual agency and journal data from 1968 to 2020 with year variables, sugarcane production, sugar 
production, sugar consumption, and population (Respati, 2022) Sugar production for 2023-2026 
was forecasted using the ARIMA method, VAR, and a transfer function based on sugar production 
data from a training (1972-2016) and testing series (2017-2022). The three techniques produce the 
same growth estimate but based on the mean absolute percentage error (MAPE) value, the VAR 
method has the lowest value for testing series data, indicating that it is appropriate for estimating 
Indonesian sugar production. (Paidipati et al., 2022) used adaptive regression methods, such as 
multivariate splines (MARS), support vector regression (SVR), partial least squares regression 
(PLSR), elastic net regression, and multiple linear regression (MLR), to estimate sugarcane 
productivity in India, with SVR outperforming other regression non-parametric methods. Asrol et 
al. (2020) used the relief methodology and the support vector machine (SVM) method, where soil 
pH, humidity, and sugarcane age are the primary elements influencing sugar content.  

The SVM method can be utilized to estimate sugar content and harvest time for sugarcane mills. 
Hammer et al. (2020) developed a model to predict sugarcane productivity using the random forest 
(RF), gradient boosting machine (GBM), and SVM methods and identified the main variables that 
influence sugarcane yields according to their relative importance using an operational data set from 
18 sugar factories during three growing seasons, including variety, soil type, age of sugarcane, 
average air temperature, rainfall, wind speed, and solar. It was found that the SVM-generated one 
was marginally superior. Gaffar and Sitanggang (2019) used the SVR approach to develop a 
sugarcane productivity prediction model based on climate parameters that the model utilized 
performs rather well in estimating sugarcane productivity. Shah et al. (2018) forecast agricultural 
yields per hectare from crop yield and meteorological data using three regression-based methods: 
multivariate polynomial regression (MPR), SVM, and random forest. Support vector machine 
regression is the best method for predicting crop yield. Compared with multiple linear regression 
and decision tree regression, RF regression is a very successful technique for predicting sugarcane 
crop yields (Erick et al., 2023) and has shown effectiveness in tasks such as regression (Lárraga-
Altamirano et al., 2024). In their research, Maldaner et al. (2021) used artificial neural networks 
(ANNs), RFs, and MLRs to estimate sugarcane yield, and RFs proved to be the most effective model. 
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There is a knowledge gap in understanding the critical elements for enhancing sugarcane yield 
and productivity, and earlier studies only projected sugarcane yield or productivity independently, 
making a correlation between productivity and yield unknown. In addition, the yield and 
productivity of sugar cane in Indonesian sugar factories are still determined manually, and cane 
maturity is measured through assessments in March and December.  

Therefore, this study aimed to identify important features in predicting sugarcane yield and 
productivity using vegetative growth indicators in sugarcane cultivation using data science and 
machine learning techniques. Data for this study were collected from sugar plants in Malang and 
Madiun, East Java, Indonesia. These secondary data was gathered from observations of vegetative 
growth and analytical findings in 2023. The techniques used in this study are based on SVR and RF 
regression. These approaches were chosen based on earlier research, which found that SVR and RF 
were the top performing regression-based ML algorithms. The data utilized in this study are 
continuous and numeric with a numerical output. A continuous dependent variable can be 
predicted from a series of independent inputs using regression analysis (Panigrahi et al., 2022). The 
selection of the regression method should evaluate the various variables considered, as well as the 
type and distribution of the data (Tatachar, 2021). 

This paper is organized to help solve the problems faced by the sugarcane industry, provide 
innovation, and contribute to the development of accurate predictive models to recommend crop 
decisions to maximize production in uncertain conditions. According to Bocca and Rodrigues 
(2016), crop yield models may help decision-makers in any agro-industrial supply chain, even when 
they relate to issues unrelated to crop production. 

2. Related Works 

Machine learning is the process of automatically identifying designs in data without making any 
assumptions about the data structure (Noorsaman et al., 2023). According to Van Klompenburg et 
al. (2020), machine learning is a useful technique for forecasting crop yields, determining what crops 
should be grown, and what must be done with these crops during their growth season. A subfield 
of artificial intelligence known as "machine learning" looks for patterns and links in past data to 
forecast or make choices. Harvest yield prediction may be developed using various machine 
learning techniques, including regression, classification, grouping, and prediction. Several 
algorithms, including ANNs, decision trees, support vector machines, naïve Bayes, and linear and 
logistic regression, can also be used (Palanivel and Surianarayanan, 2019). (Singla et al., 2020) used 
remote sensing data to forecast sugarcane yield using ensemble machine learning. (Mahesh, 2020) 
reported that machine learning techniques are frequently used. The type of model that is most 
suitable, the number of variables, and the type of issue to be addressed all influence the type of 
method employed. 

Machine learning has been applied in many sectors, including developing prediction models for 
many important features in the production process of the industry. In machine learning, the 
prediction model is divided into 3 parts, numerical prediction, classification, and time series 
prediction. Since the research predicted the yield and productivity, which are stated numerically, 
we will explore the numerical prediction. Previous studies in predicting sugarcane yield and 
productivity have used algorithms such as multiple linear regression, decision tree regression, 
random forest regression, multivariate adaptive regression splines, support vector regression, 
partial least squares regression, and K-nearest neighbors, as shown in Table 1. The random forest 
and support vector regression have the best performance in determining productivity and yield. 
Regression-based machine learning builds models that forecast numerical (continuous) values 
based on input data by applying statistical approaches. Regression approaches, such as random 
forest (RF) and support vector regression (SVR), are commonly employed. Regression and 
classification can be accomplished using the supervised machine learning algorithm RF. RF 
represents decision tree ensemble learning (Charoen-Ung and Mittrapiyanuruk, 2019). SVR is a 
regression approach that maps input to output via a support vector machine. SVR searches for a 
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hyperplane that maximizes the margin between the data and the hyperplane, resulting in a more 
stable and resistant to overfitting (Smola and Schölkopf, 2004). 

 
Table 1 Previous studies on productivity and sugarcane yield prediction 

No Author(s) Year Method Features 

1 Erick et al. (2023) Multiple linear regression, 
decision tree regression, and 
random forest regression  

Sugarcane yield, area, sugarcane age, 
sugarcane crop cycle, temperature, 
rainfall, soil, pH 

2 Jaelani et al. (2022) Long- and short-term 
memory 

Year, sugarcane production, sugar 
consumption, population 

3 Paidipati et 
al. 

(2022) Multivariate adaptive 
regression splines, support 
vector regression, partial 
least squares regression, 
elastic-net regression, 
multiple linear regression, t-
test regression, t-test 
regression 

Sugarcane yield, production, and area 

4 Maldaner et 
al. 

(2021) Keywords: Multiple linear 
regression, random forest, 
artificial neural network 

CAN data from the sugarcane harvester 

5 dos Santos 
Luciano et al. 

(2021) Random forest Remote sensing data, meteorological data 
(solar radiation, wind speed, relative 
humidity, precipitation, minimum and 
maximum temperature), and agronomic 
data (soil, variety, yield, harvest date, 
number of harvests, and production 
environment) 

6 Asrol et al. (2020) Support vector machine 
(SVM) 

Soil pH, temperature, rainfall, humidity, 
sugarcane age, area height, early sugar 
content, Pol, Brix,  

7 Hammer et 
al. 

(2020) Keywords: Random forest, 
gradient boosting machine, 
support vector machine 

Varieties, soil type, number of sugarcanes 
cut, sugarcane age, planting spacing, 
rainfall, average air temperature, wind 
speed, and solar radiation 

8 Singla et al. (2020) Keywords: Support vector 
regression, random forest, K-
nearest neighbors, 
classification trees, 
regression trees 

Satellite data 

9 Charoen-Ung 
and 
Mittrapiyanu
ruk 

(2019) Random forest Cane class, water type, soil type, area, 
fertilizer, rainfall, distance, contract area, 

10 Gaffar and 
Sitanggang 

(2019) Support vector regression Year, area, province, minimum 
temperature, maximum temperature, 
average humidity, rainfall, duration of 
sunshine, wide area, production, 
productivity 

 
Machine learning applications for forecasting must be developed through several important 

stages, including data preprocessing, modeling, and evaluation. Feature selection techniques may 
be applied to data pre-processing to accomplish effective data reduction, according to (Jović et al., 
2015). This helps locate precise data models. By eliminating redundant and unnecessary data, 
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feature selection offers a practical solution to the problem. This can speed up computation, increase 
learning accuracy, and improve the understanding of the learning model or data (Cai et al., 2018). 
Many techniques have been applied for feature selection, including statistical tests, correlations, 
clustering, and feature-important analysis. The optimal feature is chosen using the univariate 
feature selection approach, which is based on statistical tests such as the best scoring feature, best 
percentile feature, false positive rate, false discovery rate, family-wise error, and hyper-parameter 
search estimator (Medar et al., 2019). Correlation features may also be applied to feature selection 
(Chen et al., 2021; Mohamad et al., 2021). Table 1 presents some previous studies on sugarcane 
productivity and yield. 

Based on the numerous investigations shown in previous research, it is often restricted to 
forecasting sugar cane output or productivity. In addition, the primary factors influencing sugar 
cane productivity are not identified, and the range of variables examined is constrained and 
typically depends on climate-related data. (Asrol et al., 2020) defined the major criteria. However, 
there was no evaluation of the performance of machine learning. This research will identify the 
primary factors influencing productivity and yield using assessment data and a preliminary 
analysis of sugar factories during the 2023 milling season. The features considered in this study are 
based on vegetative growth data from sugarcane cultivation. Two machine learning techniques, 
SVM and random forest, will be developed to predict sugarcane productivity and yield. 
Furthermore, the effectiveness of the ML model will be assessed for further implementation in 
decision-making at the mill. 

3. Methods 

3.1. Research Flow 
The research workflow is shown in Figure 1. Data were collected from the sugar agroindustry in 

Malang and Madiun, East Java, Indonesia. These are secondary data generated from observations 
of vegetative growth of sugarcane and the results of sugarcane analysis in 2023, which will be useful 
in predicting sugarcane productivity and yield. Second, after data collection and acquisition, the 
raw data must be pre-processed by cleaning, simplifying, and transforming. Data must be 
transformed into an accurate, relevant, and consistent dataset for further analysis and modeling. 
This stage includes verifying the raw data to ensure that they are useful and useful for use.  

 

Figure 1 The research workflow 
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Next, feature selection is performed using the correlation filter, scoring, and random forest 
feature importance methods, which are used to determine the important features for each 
prediction target. In data analysis, feature selection is used to improve model performance by 
eliminating unnecessary information. After the feature selection step, the entire dataset is separated 
into a training set and a testing set, where the training data are used to build a regression-based 
machine learning model. When the model is trained using training data, the testing data are 
considered unseen data (ELhadad et al., 2022).  

The prediction model is designed using a regression-based machine learning model. Previous 
studies have used a variety of productivity and yield prediction methods for sugarcane, such as 
linear regression (Jaelani et al., 2022), support vector regression (SVR) (Paidipati et al., 2022; Gaffar 
and Sitanggang, 2019; Shah et al., 2018), support vector machine (SVM) (Asrol et al., 2020; Hammer 
et al., 2020), random forest (RF) (Lárraga-Altamirano et al., 2024; Erick et al., 2023; dos Santos 
Luciano et al., 2021; Maldaner et al., 2021), multiple linear regression (Paidipati et al., 2022; 
Maldaner et al., 2021), partial least squares regression (PLSR) (Paidipati et al., 2022), and artificial 
neural network (ANN) (Maldaner et al., 2021). Based on these investigations, SVR and RF are the 
regression-based ML approaches with the best performance. Therefore, both models are used in 
this investigation.  

The next stage is model evaluation. The SVR and RF output values were analyzed using the 
RMSE, MAE, and coefficient of determination (R2) statistical models to determine the accuracy of 
the model used to forecast the output. The ability of a model to forecast sugarcane productivity and 
yield can be assessed by considering its RMSE, MAE (Shetty et al., 2020), and (R2) (Nikhil et al., 
2024; Canata et al., 2021). The details of each stage are delivered in the following subsections.  

3.2. Data collection and analysis 
This study employs secondary data collected from manual observations of sugarcane vegetation 

growth and yield analysis conducted in two sugar factories in different regions during 2023. These 
two sugar factories have different production capacities. The sugar factory in Malang has a 
production capacity of 12,000 tons of cane per day with a sugarcane area of 21,838 ha, whereas the 
sugar factory in Madiun has a production capacity of 6,000 tons of cane per day with a sugarcane 
area of 9,987 ha. A total of 10 features are used for yield prediction with 2,225 rows of data whose 
complete data can be seen in supplementary material 1, while 13 features are used for sugarcane 
production forecasting with 2,656 rows of data to develop a prediction model with complete data 
which can be seen in supplementary material 2. The features used in forecasting sugarcane 
production and yield consist of two types of data, namely numeric and categorical. The features 
included in sugarcane production and yield forecasting consist of two data types, namely, numeric 
and categorical.  

More than 4,500 instances have been collected consisting of related features for yield and 
productivity. These data represent the sugar agroindustry conditions for the current year’s 
production. The agroindustry performs a single cycle of production for each year, and the number 
of instances represents more than 50% of the total dataset.  

3.3. Pre-processing Data 
At this stage, a data cleaning procedure is performed, during which the data are examined to 

identify any mistakes, inconsistencies, or anomalies that may exist in the dataset. These problems 
may affect the correctness and caliber of the dataset, which might include missing values, duplicate 
entries, outliers, improper data formats, and other data quality concerns. This stage is crucial for 
determining how good the data are and how much cleanup is needed. According to Pandey et al. 
(2020), data pre-processing is one of the most crucial stages in the creation of any ML model because 
it directly affects the model’s quality and efficiency. If we neglect this step and create a model using 
datasets with missing values, the resulting model will be inconsistent and less effective. According 
to Sari et al. (2023), poor data quality can hamper accurate predictions when underfitting occurs 
due to dispersed data quality or overfitting, which restricts predictions to a small range of data.  
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According to Alexandropoulos et al. (2019), the data preparation process can be discretization or 
normalization, noise reduction, outlier detection, feature selection, instance selection, and missing 
value imputation based on the raw data conditions. This study outlines the steps involved in data 
preparation, including preprocessing, as shown in Figure 2. The first step is the data transformation 
technique by continuing the discrete to change the categorical data type to numeric, which provides 
a numeric data type for all features used. Then, the data is cleaned by removing features that have 
more than 5% missing data values, and features that have missing values below 5% are imputed to 
fill in the missing values on the features with the average value or the most frequent value in the 
feature. Finally, feature selection is performed. The purpose of feature selection in preprocessing is 
to eliminate the variables or features that are most relevant to the study’s target. 

 

Figure 2 Preprocessing steps in data preparation 
 

3.4. Feature Selection 
There are two approaches to dimensionality reduction. Feature selection and extraction. In 

addition to lowering the data burden, the feature selection approach helps prevent overfitting of 
the model (Venkatesh and Anuradha, 2019). Feature selection by filtering is the strategy used to 
reduce dimensionality. The selection of characteristics most relevant to the target variable is done 
by applying the correlation and scoring approach known as the filter method. In machine learning 
models, feature selection based on importance is an essential stage as it guides the usage of variables 
to what works best and most efficiently for a particular machine learning model (AlSagri and 
Ykhlef, 2020).  

To deepen the analysis, this study employs multiple methods for feature selections. This study 
ensures that the selected features have an important position in predicting yield and productivity. 
Therefore, three methods for feature selection and analysis are employed, namely, correlation 
methods, scoring, and feature importance by random forest. This multimethod is applied to confirm 
the importance of features in the prediction. The detailed technique for feature selections applied 
in this study is described in this section.  

3.4.1. Importance of Random Forest Feature 
The relative relevance of each feature and the degree to which its removal reduces accuracy or 

its inclusion increases accuracy may be determined using feature importance metrics (AlSagri and 
Ykhlef, 2020). According to Gregorutti et al. (2017), due to various important measurements, the 
random forest method enables us to simultaneously assess a predictor’s relevance. The original 
random forest algorithm calculates three metrics: the z-score, Gini importance, and permutation 
importance. The permutation significance measure has demonstrated strong performance for top 
variable selection methods, among other criteria. Equation 1 is used to calculate the feature 
importance for each feature in the dataset: 
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Feature Importance (𝐹𝑗) =  𝑦𝑗_𝑡𝑟𝑢𝑒 − 𝑦𝑗_𝑝𝑟𝑒𝑚𝑢𝑡𝑒𝑑 (1) 

Where 𝐹𝑗 is importance of feature j, 𝑦𝑗_𝑡𝑟𝑢𝑒 is model’s performance before the eth feature 

permutation, and 𝑦𝑗_𝑝𝑟𝑒𝑚𝑢𝑡𝑒𝑑 is model’s performance after the eth permutation. The obtained 

feature importance values obtained are then normalized to be in the range of 0–1. 

3.4.2. Corellation Method 
The Pearson correlation coefficient is used for normally distributed numerical data by following 

Equation 2.  

𝑟 =
∑ (𝑥𝑖 − 𝑥̅)(𝑦𝑖 − 𝑦̅)𝑛

𝑖=1

√∑ (𝑥𝑖 − 𝑥̅)2𝑛
𝑖=1  √∑ (𝑦𝑖 − 𝑦̅)2𝑛

𝑖=1

 
(2) 

where a significant positive or negative correlation is indicated by a coefficient value that falls 
between -1 and 1. The correlation is weaker if the value is near zero, or if it is exactly zero, it implies 
no association at all.  

3.4.3. Scoring Method 
Univariate regression examines which factors among a set of available variables have the 

strongest individual connection with the target score. Single-feature evaluation and ranking are 
common outcomes of univariate feature filters (Jović et al., 2015). This model expresses the 
dependent variable (Y, the filter score) as a linear function of the independent variable (X, the only 
factor under consideration). Mathematical Equation 3: 

𝑦 =  β₀ +  β₁X +  ε (3) 

Here, Y is the dependent variable (filter score), X is the independent variable (single factor), β₀ is 
the intercept (constant term representing the average score when X is zero), β₁ is the slope 
(coefficient representing the change in score for a unit increase in X), and ε  is the error term 
(accounts for random noise and unexplained variance).  

3.5. Prediction Algorithm Models 
3.5.1. Support vector regression (SVR) 

Supervised machine learning models called SVM are used to analyze data for regression and 
classification. Regression analysis was conducted using the SVM. This non-parametric regression 
model plays a major role in the presence of outliers and is highly helpful for predicting when 
nonlinearities impact the data (Paidipati et al., 2022).  

The SVR model is expressed as the following functional Equation 4: 

𝑓(𝑥) =  {𝑤, ∅(𝑥)} + 𝑏, w ∈ X, b ∈ R (4) 

where w is the weight vector of the inputs, b is the bias, ∅(𝑥) is a kernel function. When a nonlinear 
input is converted into a linear input using a nonlinear function. The objective is to identify, for 
each training set of data, the function f(x) with the largest ε-deviations from the achieved objective 
yi. As long as the mistakes are inside the ε-insensitive band, they are ignored. Vapin introduced the 
concept of an insensitive loss function to SVR ε, which can be represented as Equation 5:  

𝐿𝜀 = (𝑓(𝑥) − (𝑦) = {
|𝑓(𝑥) − 𝑦| − 𝜀 𝑖𝑓|𝑓(𝑥) − 𝑦| ≥ 𝜀,

0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (5) 

where the ε-insensitive area is marked by ε. There is no loss if the predicted values are inside the 
band region; however, if the expected values fall outside the band, the loss is equal to the difference 
between the anticipated value and the margin. It is possible to describe the restrictions and the goal 
function as Equations 6, 7, and 8: 
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min
1

2
(𝑤, 𝑤) + 𝐶 ∑(𝜉𝑖 + 𝜉𝑖

∗)

𝑛

𝑖=1

 (6) 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 =  ((𝑤, ∅(𝑥𝑖) + 𝑏) − 𝑦𝑖 ≤ 𝜀 + 𝜉𝑖, (7) 

𝑦𝑖−((𝑤, ∅(𝑥𝑖) + 𝑏) ≤ 𝜀 + 𝜉𝑖 , (8) 

𝜉𝑖;  𝜉𝑖
∗ ≥ 0, 𝑖 = 1,2, … , 𝑛  

where (𝜉𝑖 + 𝜉𝑖
∗) is the empirical risk, n is the quantity of training data, 𝜉𝑖 and 𝜉𝑖

∗ are the slack 
variables, and C is the modifying coefficient, which provides the trade-off between training error 
and model complexity. The optimal value of each parameter is determined using the Lagrange 
function after choosing a band width (ε), kernel function (φ), and altering coefficient (C). 

3.5.2. Random Forest 
The second technique employed is regression using random forests. (Criminisi et al., 2012) The 

average of all outputs of the tree. The t-th tree at input point v follows Equation 9: 

𝑝 (𝑦|𝑣) =  
1

𝑇
∑ 𝑝𝑡(𝑦|𝑣)

𝑇

𝑡

 
(9) 

T represents the total number of trees in the random forest. 

3.6. Model Evaluation 
The prediction model’s performance is evaluated by comparing the predicted values to the actual 

observed values using the RMSE and MAE metrics. Model evaluation is performed to determine 
the accuracy with which the model predicts output and the extent of the error in the outcomes. The 
RMSE is used to determine the accuracy of the model, and the MAE is used to determine the 
magnitude of the error in the results (Hammer et al., 2020). 

The RMSE is calculated by the formula in Equation 10: 

  𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖 − 𝑦̌𝑖)2

𝑛

𝑖=1

 

(10) 

Where, 𝑦𝑖 is actual value for the with data point, 𝑦̌𝑖 is Predicted value for the with data point. The 
average of all absolute differences is calculated and expressed in Equation 11: 

   𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦̌𝑖|2

𝑛

𝑖=1

 
(11) 

The MAPE is used to assess forecast accuracy across many series with varying scales (Hyndman, 
2014). Measuring the average absolute percentage error is shown in Equation 12. 

   𝑀𝐴𝑃𝐸 =
∑ |𝑦𝑖 − 𝑦̌𝑖|/𝑦𝑖

𝑛
𝑖=1

𝑛
× 100% (12) 

The determination coefficient (R-squared) is a standard metric for assessing regression analysis 
in any scientific subject (Chicco et al., 2021). R-squared follows the mathematical Equation 12: 

  𝑅2 = 1 −
∑ (𝑦̌𝑖 − 𝑦𝑖)2𝑚

𝑖=1

∑ (𝑦̅ − 𝑦𝑖)2𝑚
𝑖=1

 
(13) 

The projected with value is represented by 𝑦̌𝑖 in the following formulas, and the actual with value 
is represented by the 𝑦𝑖 element. For each 𝑦𝑖 element in the ground truth dataset, the regression 
approach predicts the 𝑦̌𝑖 element. 
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4. Results and Discussion 

4.1. Pre-processing 
The dataset was collected from the estimated sugarcane production and sugarcane yield analysis 

data collected in 2023 at two sugar factories located in East Java, Indonesia. The dataset shows 
variability because the observations of sugarcane fields are in several areas, not only in Malang and 
Madiun but also around them. Sugar factories estimate sugarcane production data twice a year in 
March and December. In this study, the estimated sugarcane production data was taken from 
observation data in March for the 2022-2023 sugarcane planting season because the sugarcane 
milling production process in Indonesia starts in May to early November, when the sugarcane 
production estimation observation data in December shows that the sugarcane plants have not 
grown optimally. Thus, the observation data has a high error rate that can impact model 
performance.  

After collection, the raw dataset must be handled to ensure data validity with the preprocessing 
stage. Among the dataset preprocessing steps are imputing missing values by deleting rows that 
contain missing values or using the most common value (for discrete attributes) or the average 
value (for continuous attributes). Subsequently, continuous discrete variables are applied to 
categorical-type features to convert the data to numeric by treating the data as ordinal using 
standard procedures, and feature gaps are eventually eliminated by deleting features that have 
missing values greater than 5% of the time.  

In the preprocessing stage, in terms of productivity, the preprocessing results showed that 13 
features became 12 features with a total of 2656 rows of data, whereas in the preprocessing stage 
there was 1 feature that had a missing value of 59%, so this feature was removed. Meanwhile, for 
sugarcane yield, the findings showed a decrease from 10 features to 8 features with 2225 rows data 
with 2 missing due to having a missing value of 40%. Descriptive statistics before preprocessing 
can be fully seen in supplementary material 3 for sugarcane yield and supplementary material 4 for 
productivity, and after preprocessing, complete data can be seen in supplementary material 5 for 
sugarcane yield and supplementary material 6 for productivity. 

4.2. Feature engineering and selection 
The contribution of each feature to the prediction of sugarcane yield and productivity was 

determined through feature selection using the random forest technique. This was done by 
measuring the increase in model prediction error after randomizing the feature values, which 
destroys the relationship between the features and targets. The importance of variables is 
determined by fitting a model that includes all predictors and updating the model after permuting 
each variable. The link between each predictor and the result is then examined (Maldaner et al., 
2021). Figure 3 shows the results of the feature importance random forest processing in this study. 

The plot features are sorted based on their relevance. The results of the feature importance show 
that the number of stems is the most important feature in the prediction of sugarcane productivity, 
and clear juice is the most important feature in the prediction of yield. In their study, AlSagri and 
Ykhlef (2020) revealed that the five most and least significant features were removed separately in 
the analysis, and the RF was recalculated. In this study, the main features, namely, clear juice, Pol, 
purity, Brix, and maturity factor, were selected to be used as training and testing data in the yield 
prediction modeling. In addition, features such as the number of stems, stem height, stem weight, 
rainfall, and juring factor will be used to predict sugarcane productivity. Features with high weights 
were considered important. The larger the weight of the feature, the greater the probability that this 
results in feature importance sampling-based adaptive random forest (ARF) selecting the feature 
(Cao et al., 2011) 
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 (a) 

 
(b) 

Figure 3 Variable importance of the model’s performance (a) sugarcane yield and (b) productivity 
 

Based on the relationship between two dependent and independent variables using the 
correlation and scoring methods, there are five features that have a strong correlation relationship 
and most influence the dependent variable if there is a change in the independent variable, namely, 

clear juice, purity, Pol, maturity factor, and Brix in yield prediction modeling, while the features 
in sugarcane productivity modeling are the number of stems, stem weight, rainfall, juring factor, 
and center-to-center, which can be seen in Tables 2 and 3. Both methods provide weight-based 
characteristics where both techniques produce the same features in producing scores from highest 
to lowest, where the higher the weight indicates that the features have a strong relationship and 
influence each other in determining the prediction target. Statistical measurements are used in the 
filter approach to assign a score value to each feature. The features are ranked and arranged in 
descending order according to their scores (Venkatesh and Anuradha, 2019).  

 
Table 2 Selected features of the sugarcane yield 

Features Pearson Correlation Univariate Regression 

Clear Juice 0.982 58,589.42 
Purity 0.865 6,615.97 
Pol 0.802 4,011.35 
Maturity Factor 0.693 2,056.48 

Brix 0.559 1,011.39 

Planting Period 0.314 243.97 
Varieties 0.188 81.24 
Area 0.134 40.42 
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4.3. Modeling 
The prediction model is designed using 80% and 20% of the training and testing data, 

respectively. SVR with polynomial kernel functions was used in this study. The findings of the 
experiment (Cheng et al., 2007) that combined spatial and temporal dimensions nonlinearly showed 
that using SVMs for nonlinear regression increased prediction accuracy compared to using linear 
regression and other conventional methods. The kernel method provides a highly effective way to 
add nonlinearity to the SVR (Joshua et al., 2022). The goal of SVR is to identify the optimal line for 
the provided data. In this case, the hyperplane is the optimum line. The data are converted into the 
desired format using a mathematical function known as a kernel, and borders are created at a 
distance ε that indicates the margin between data points (Tatachar, 2021). C is also an essential 
parameter that governs the trade-off between increasing the margin and reducing the training error 
(Cheng et al., 2007). This study uses the SVR parameters with values using default settings. Hanka 
and Santosa (2021) revealed that polynomial SVM is the best prediction method compared to RBF 
SVM and KNN, using a kernel degree of 3.0, gamma 44, and a cost (C) value of 1.00. In evaluating 
sugarcane yields in Thailand, Som-ard et al. (2024) used SVR with the model’s optimal 
hyperparameters of cost (C) 1.00 and gamma 0.1 using the RBF kernel.  
 
Table 3 Selected productivity features 

 

 

 

 

 
 
 
 
 

 
 

The complete default settings for RF regression can be seen in supplementary material 7. The 
model consists of 10 decision trees, and each node requires at least 5 data samples before further 
separation to prevent overfitting on nodes with insufficient data. The parameter settings of the 
random forest model are configured with replicable training parameters to ensure that the results 
received each time the model is trained are the same. This is beneficial to ensure learning 
repeatability. Next, sugar cane yield and productivity forecasts were obtained by validating the 
model using test data.  

4.4. Models Performance 
Sugar cane yield and productivity forecasts were obtained by validating the model using test 

data. Subsequently, we contrasted the productiveness and sugarcane yield of datasets with 
predicted sugarcane yield and production values calculated using RMSE, MAE, MAPE, and R-
squared. Singla et al. (2020) studied the performance and behavior of a predictive model used to 
estimate sugarcane yield using performance assessment criteria such as MAE, RMSE, and R2. The 
best results based on the 5 features, which are the main criteria in predicting sugarcane yield and 
productivity, can be seen in Table 4, where the SVR model for predicting sugarcane productivity 
has an average absolute error rate of 0.051 tons/ha and an accuracy value in predicting productivity 
with an average absolute percentage error of 0.001% and a prediction error rate of 0.058 tons/ha 
with data variability of 100%. 

Features Pearson Correlation Univariate Regression 

Number of stem cells 0.529 1,032.84 

Stem Weight 0.497 869.62 

Rainfall 0.469 749.97 
Juring Factor 0.404 519.08 
Center to Center 0404 519.08 
Planting Period 0.285 234.45 
Stem Diameter 0.279 224.65 
Area 0.230 148.62 
Stem Height 0.169 78.35 
ZA 0.159 65.87 
Varieties 0.100 26.66 
NPK 0.068 12.26 
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The RF model was used to determine the yields with a prediction error rate of 0.129%, an average 
absolute error difference of 0.074%, and an accuracy value in forecasting yields with an average 
percentage absolute error of 0.010% and data variability of 98.8%. Figure 4 compares the actual and 
predicted productivity and yield values using SVR and RF, respectively. In this test, the proposed 
algorithm has slightly different values from the predicted and actual values. This indicates that the 
model can predict productivity and yield soon according to model input and parameters. 

 
Table 4 Performance evaluation statistics of machine learning models   

  Productivity    Sugarcane Yield 

  RF SVR    RF SVR 

RMSE Ton/ha 1.621 0.058  RMSE % 0.129 0.151 
MAE Ton/ha 0.740 0.051  MAE % 0.074 0.090 

MAPE % 0.011 0.001  MAPE % 0.010 0.011 
R2  0.977 1.000  R2  0.988 0.983 

 
(a) 

 
(b) 

Figure 4 Actual vs. predicted values for (a) productivity and (b) sugarcane yield 
 

This study indicates that the optimal model for predicting sugarcane production is SVR, whereas 
the most effective model for forecasting sugarcane yield is RF techniques. Furthermore, the findings 
of this study facilitate efficiency and expediency in estimating productivity and sugarcane 
production within the sugar companies, thereby aiding in decision-making regarding harvest 
timing, workforce readiness, and factory operations. The digital shift in sugarcane productivity and 
yield forecasting can be seen in the figure in supplementary material 8. The existing manual 
procedure takes a long time to obtain results. The data obtained from the field is then manually 
summarized into a database that takes a long time and then calculated manually using existing 
formulas, so the results obtained have not been calculated for the level of accuracy of the results. 
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However, by using machine learning, the results can be known more quickly and accurately. The 
obtained models can be developed in an integrated manner with the smart farming system, allowing 
the data received in the field to be directly input into a model whose results can be immediately 
known. A digital transformation approach with the implementation of a machine learning model to 
predict sugarcane yield and productivity may improve business process efficiency and lead time. 

 The model is retrained at least once a year because the sugar mill analyzes the potential yield and 
productivity of sugarcane every year before the sugarcane milling season. The resulting prediction 
model can be developed by adding environmental factors due to potential changes in environmental 
conditions. 

4.5. Managerial implications and contributions 
This study demonstrates that regression-based techniques can be used to predict sugarcane 

productivity and yield. SVR is the best model for predicting sugarcane production, while the RF 
methodology is the most successful model for predicting sugarcane yield. The findings of this study 
indicate that sugarcane yield and productivity potential may be more accurately predicted by 
improving key parameters that influence their target to achieve better outcomes. Furthermore, this 
study presents yield prediction findings using the RF model that are superior to those of Maldaner 
et al. (2021), with an average absolute error rate of 0.074% as opposed to 5.6%. Furthermore, Medar 
et al. (2019) showed an accuracy level of 83.49% in forecasting sugarcane harvest outcomes, whereas 
the SVR model’s prediction results for sugarcane productivity in this study have an average 
absolute prediction error rate of 0.001%. 

This study has practical implications for production planning, including adjusting production 
targets, machine readiness, labor, and raw material supplies. Knowing the potential yield and 
productivity of sugarcane makes it possible to determine the best time to harvest the crop and start 
the milling period. Moreover, ML supports quick and accurate decision-making.  

This research helps the government make decisions about the amount of sugar import quota to 
meet domestic needs and keep consumer sugar prices stable by estimating the potential amount of 
sugar production that will be produced. This information will help the government to determine 
the balance of sugar commodities. Furthermore, the academic contributions of this research 
demonstrate that the regression model, which differs from earlier models, may be utilized to 
estimate sugarcane yield and productivity. The performance of the model generated in this study 
also displays positive outcomes. This study’s exploration has a lot of potential to increase the 
productivity and efficiency of the sugar industry by combining multiple ML models to decrease 
bias, enhance model generalization, and increase prediction accuracy by combining heterogeneous 
data, including soil, weather, satellite imagery, and field sensor data. 

5. Conclusions  

In conclusion, this study successfully designed a prediction model for sugarcane yield and 
productivity based on ML using yield and vegetation growth analysis data. The important feature 
random forest method was used to determine features that can improve the performance of the 
model. There are 5 important features in developing an accurate yield prediction model, including 
clear juice, Pol, purity, Brix, and maturity factor, while the number of stems, stem height, stem 
weight, rainfall, and juring factor are used as input variables to train the RF and SVR models. The 
prediction model designed from the important attributes shows that SVR is the best model for 
predicting sugarcane productivity. The yield prediction model is derived from the RF model. This 
study presents a feasible approach to determining sugarcane yield and productivity through data-
based methods, moving from old manual techniques to digital transformation, which is very 
important in industrial applications. For further research, it is important to apply the model to 
support the decision-making process in the sugar mill, especially in the harvesting time schedule, 
and to simulate sugar production efficiency. 
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