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Abstract. This study optimized the hot forging conditions for AISI 1045 medium carbon steel ball 
joints by integrating the Taguchi method with Finite Element Method (FEM) simulations. The 
research focused on three key process parameters: billet temperature (1000−1200°C), billet length 
(153−160 mm), and friction factor (0.15−0.64). The analysis of Variance (ANOVA) identified billet 
temperature and friction factor as the most influential parameters, accounting for over 96% of the 
variation in forging loads. Optimal forging conditions were determined as a billet temperature of 
1200°C, billet length of 153 mm, and friction factor of 0.15. The linear regression models exhibited 
high predictive accuracy, with R² values of 0.978 and 0.988 for maximum preforming and finishing 
loads, respectively. FEM simulations incorporating the Johnson-Mehl-Avrami-Kolmogorov (JMAK) 
model effectively predicted the microstructural evolution with grain sizes ranging from 5.10 to 
41.22 μm, showing a mean deviation of 15.51% from experimental measurements. The simulations 
also accurately predicted the pearlite phase transformation, achieving a 37−42% pearlite volume 
fraction with only a 5.33% error and tensile strength distributions ranging from 642.04 to 642.12 
MPa. Experimental validation confirmed defect-free die cavity filling, with FEM simulations and 
predictive models showing satisfactory agreement with experimental forming loads for both 
preforming and finishing stages. This integrated approach offers a robust framework for optimizing 
complex forging processes, ensuring consistent product quality, and minimizing material waste. 
 

Keywords: ANOVA; FEM; Hot forging; JMAK microstructure evolution model; Taguchi method  
 
1. Introduction 

In the automotive industry, producing high-quality components ensures vehicle safety, 
durability, and optimal performance. Hot forging, a fundamental process that shapes metals 
by heating and deformation, plays a vital role in achieving these objectives. Forging, one of 
the oldest metalworking techniques, continues to be widely used in modern manufacturing 
because of its unmatched reliability, efficiency, and capacity to deliver superior mechanical 
properties. Additionally, it reduces material waste, making it indispensable in sectors such 
as aerospace, automotive, and agriculture (Harris, 2014; Altan, 2005). The hot forging 
process involves shaping a malleable metal billet through hammering and pressing, which  
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induce plastic deformation at approximately 75% of the material’s melting point. The 
process involves heating the billet to its plastic deformation temperature and forging it 
between dies to achieve the desired shape, which refines the coarse-grain structure of the 
billet into finer grains. After the forging process, the product typically undergoes an 
additional heat treatment (Zhan, Sun, and Yang, 2014; Debin and Lin, 2014).  

Key factors, such as the direction, extent of deformation, and temperature, significantly 
influence component properties and the formation of defects like cracks and folds. Process 
variables, such as billet characteristics, deformation zone conditions, equipment 
specifications, product requirements, and environmental factors, play a complex role in 
shaping local metal flow dynamics. Consequently, a comprehensive understanding and 
precise control of these variables are critical for successful forging. Despite its numerous 
advantages, hot forging poses significant challenges, particularly when dealing with 
complex components. Producing such parts often requires a time-intensive and costly trial-
and-error approach (Tempelman et al., 2014; Movrin et al., 2010), whereas conventional 
methods may result in excessive material waste and dimensional inaccuracies. Overcoming 
these challenges requires innovative solutions and a strong focus on optimizing forging 
processes within modern manufacturing frameworks. 

The introduction of computer simulations, particularly the Finite Element Method 
(FEM), has revolutionized the design process for forged products since its adoption in the 
1980s. FEM is a reliable and efficient tool for Product development, significantly reducing 
both time and cost (Schaeffer et al., 2005). However, relying solely on FEM to determine 
optimal forging parameters can be computationally intensive and time-consuming. In this 
context, the Taguchi method proves invaluable. This systematic approach helps identify 
optimal conditions for manufacturing high-quality automotive parts, thereby reducing 
variability and Enhancing overall product performance. 

Numerous studies have Highlighted the effectiveness of the Taguchi method in 
optimizing the process parameters for forging. For instance, Equbal et al. (2012) integrated 
the Taguchi method with finite element (FE) simulations to optimize the performance 
design in closed-die forging, successfully minimizing the forging load and producing defect-
free components. Similarly, Rathi and Jakhade (2014) utilized the Taguchi method 
alongside signal-to-noise (S/N) ratio analysis to optimize process parameters and reduce 
rejection rates caused by unfilling defects in hot forging. Al-Arifi et al. (2011) applied the 
Taguchi method to optimize the design parameters of a steering knuckle die, thereby 
demonstrating its effectiveness in determining optimal settings for complex geometries. 
The Taguchi method's ability to address multiple performance criteria is particularly 
advantageous for forging optimization. For instance, Pinaki Talukdar (2015) combined the 
Taguchi method with Grey Relational Analysis (GRA) to optimize the hot-forging process of 
medium carbon steel, thereby simultaneously enhancing the tensile and impact strengths. 
Byun and Lee (2017) proposed a hybrid approach both combined the Taguchi method with 
Multiple Criteria Decision Making (MCDM) to optimize aluminum piston forging. This 
method considers multiple performance characteristics, such as  forming load and die 
stress, to provide a more comprehensive optimization strategy.  Obiko et al. (2020) 
employed the Taguchi method with Deform™ 3D simulation software to optimize the 
forging parameters of X20 steel, focusing on minimizing the maximum tensile stress and 
forging force while enhancing the product quality. Satyam et al. (2021) demonstrated the 
potential of combining the Six Sigma DMAIC (Define, Measure, Analyze, Improve, Control) 
approach with FEM simulations and response surface methodology to optimize the hot 
forging of connecting rods, significantly reducing the forging die load. The integration of the 
Taguchi method with FEM simulations Offers a robust framework for optimizing hot 
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forging processes. The reviewed literature highlights the versatility and effectiveness of the 
Taguchi method for optimizing various aspects of forging operations. The method enables 
the identification of optimal process parameters, supports multi-criteria optimization, and 
seamlessly integrates with FEM simulations to provide a robust optimization approach. As 
the demand for high-quality forged components Continues to grow, the Taguchi method 
remains a valuable tool for researchers and industry professionals seeking to enhance 
process efficiency and product quality. 

This study presents a novel approach to optimizing hot-forging conditions for AISI 
1045 medium carbon steel, which is increasingly preferred in the automotive industry due 
to its balanced mechanical properties, weldability, machinability, and durability. AISI 1045 
can be hardened through heat treatment at temperatures ranging from 820 to 850 °C and 
exhibits excellent forgeability within the 850-1250 °C range, making it well-suited for large 
structural components. Widely used in applications such as gears, crankshafts, shafts, axles, 
and die forgings, the strength and wear resistance of AISI 1045 renders it ideal for 
enhancing forging processes essential to automotive manufacturing (Chaudhari, Nidre, and 
Bharsakade, 2024; Murugesan and Jung, 2019; Equbal et al., 2014). 
 By integrating FEM and the Taguchi method, this study Seeks to address the limitations 
of traditional forging techniques, particularly for complex automotive components such as 
ball joints. The primary research objective is to optimize the hot-forging conditions of AISI 
1045 steel to enhance its component performance and minimize defects. Specifically, this 
study systematically analyses the optimal forging parameters—such as temperature, billet 
size (length), and friction factor—that yield superior mechanical properties while reducing 
production costs. To achieve these objectives, Analysis of Variance (ANOVA) is employed to 
statistically evaluate the influence of these parameters and their interactions, ensuring a 
robust optimization process. The FEM will serve as a computational tool to simulate the 
forging process and predict outcomes with precision. Subsequently, experimental 
validation will be conducted in a manufacturing environment to confirm the practicality 
and feasibility of the optimized conditions in real-world applications. Additionally, the 
study incorporates grain size analysis using the Johnson-Mehl-Avrami-Kolmogorov (JMAK) 
model to deepen the understanding of metallurgical phenomena and their correlation with 
FEM simulations. 
 
2. Methodology 

2.1. Chemical composition 
The material used in this study was AISI 1045 steel, a medium-carbon steel widely 

utilized in various industries, particularly in the automotive and machinery sectors. Table 
1 details the chemical composition of AISI 1045 steel in accordance with standard 
specifications. Table 2 compares its international grades, highlighting equivalents in the 
AISI, DIN, JIS, GB, and BS standards. To validate these specifications, chemical composition 
analysis was performed on two specimens using an optical emission spectrometer. The 
results, summarized in Table 3, confirm the presence of key elements such as carbon (C), 
nickel (Ni), chromium (Cr), and molybdenum (Mo) in AISI 1045 steel.  The combination and 
proportion of these elements enhance its high strength, hardenability, and corrosion 
resistance. The analyzed chemical composition demonstrated compliance with the 
standard AISI specifications, affirming its conformity to the AISI 1045 steel standards. 
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Table 1 Chemical composition of the AISI 1045 steel (AISI standard) 

C Mn Si P S Ni Cr Mo 

0.36-0.43 0.60-0.90 0.15-0.35 0.03Max. 0.03Max. 1.60-2.00 0.60-1.00 0.15-0.30 

Table 2 International grades of AISI 1045 steel 

AISI DIN JIS GB BS 

1045 C45 S45C 45 08M46 

Table 3 Chemical composition testing results for AISI 1045 steel 

No. C Si Mn P S Ni Cr Mo Cu Al Ti 

1 0.387 0.274 0.694 0.025 0.016 1.864 0.768 0.155 0.095 0.024 0.001 

2 0.387 0.273 0.695 0.026 0.017 1.879 0.767 0.156 0.094 0.016 0.001 

Avg. 0.387 0.273 0.695 0.025 0.017 1.871 0.768 0.156 0.094 0.02 0.001 

2.2. Mechanical properties 
Mechanical properties of AISI 1045 steel were investigated through thermal 

compression experiments using a Baehr DIL-805 deformation dilatometer to investigate 
the mechanical properties of AISI 1045 steel. For the experimental setup, twelve cylindrical 
samples, each with a diameter of 5 mm and a height of 10 mm, were prepared using a laser 
cutting tool. The deformation temperature was directly monitored by attaching a 
thermocouple to the surface of each sample. The experiments were conducted at four 
deformation temperatures (900°C, 1000°C, 1100°C, and 1200°C) and three strain rates (0.1 
s-1, 1 s-1, and 10 s-1). Each sample was placed in a vacuum chamber filled with argon gas to 
prevent oxidation. Heating was performed using an induction coil at a controlled rate of 
1.625°C per second until the target temperature was reached. To achieve thermal 
equilibrium the samples were held at the target temperature for 1 minute to ensure 
uniform temperature distribution. The deformation process consisted of compressing to a 
height reduction of 60% using an Alumina punch, immediately quenched in argon gas, and 
cooled at 40°C per second to room temperature. The deformation route of the hot 
compression experiment is depicted in Figure 1(a). Flow stress (σ) data, derived from the 
hot compression tests and represented as functions of strain (ε), strain rate ( ) , and 

temperature (T), were integrated into the FEM simulation software. Representative flow 
curves for various deformation conditions are shown in Figures 1(b) and 1(c). Table 4 
summarizes the mechanical properties of AISI 1045 medium carbon steel, including its 
density, modulus of elasticity, ultimate tensile strength, yield strength, Poisson's ratio, and 
Brinell hardness. These properties provide critical insights into the material’s 
characteristics under different forging conditions and are essential inputs for simulations 
and analyses. 

Table 4 Mechanical properties of the AISI 1045 medium carbon steel 

Density 
(kg/m3) 

Modulus of 
Elastic (GPa) 

Ultimate Tensile 
Strength (MPa) 

Yield Strength 
(MPa) 

Poisson’s 
ratio 

Brinell 
Hardness (HB) 

7800 201 569 (Standard) 

686 (Quenching, 
Tempering) 

343 (Standard) 

490 (Quenching, 
Tempering) 

0.3 210 (Annealed) 
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Figure 1 (a) Schematic diagram of hot compression tests and examples of flow stress curves 
for AISI 1045 medium carbon steel varying conditions at a strain rate of (b) 1 s-1, and 
temperature of (c) 1100C 

2.3. Microstructure characterization 
The validation of FEM simulation results was accomplished through grain size and 

phase analysis. The cut sample was mounted using a hot mounting press, and the cutting 
surfaces were polished in stages. Initial polishing was performed using 400-grit SiC 
abrasive paper, followed by sequential polishing with 600, 800, 1000, and 1200-grit SiC 
papers. Final polishing used 0.3 µm alumina particles to achieve a smooth surface. After 
polishing, the surfaces were etched for 4 s using 4% picral solution and 3% Nital solution 
to reveal the microstructure. Microstructural observations were conducted using Light 
Optical Microscopy (LOM). The initial microstructure of the AISI 1045 medium carbon steel 
was composed of proeutectoid ferrite and pearlite, as shown in Figure 2. To determine the 
average grain size, the Metallographic method was applied following the ASTM E1382 
standard. 

 
Figure 2 Initial Microstructure of AISI 1045 medium carbon steel, as observed through OM 
at a magnification of 200x, depicting proeutectoid ferrite and pearlite structures 

2.4. Microstructure Evolution Model 
In hot forging, dynamic recrystallization (DRX) initiates due to the accumulation of 

dislocations resulting from plastic deformation. DRX begins when the dislocation density 
surpasses a critical threshold, referred to as the critical strain (εc) for DRX  (Wu et al., 2018). 
Various studies have attempted to predict the critical strain. Wang et al. (2021) observed 
that the stress peak in the flow curve at a constant strain rate corresponds to an inflection 
point in the strain hardening rate (θ = dσ/dε) versus stress (σ) plots. Building upon this 
observation, Poliak and Jonas (2003) demonstrated that this inflection point indicates the 
onset of an additional thermodynamic degree of freedom in the system, which marks the 
initiation of DRX. To enhance analytical efficiency, Mirzadeh and Najafizadeh (2010), and  
Najafizadeh and Jonas (2006) refined Poliak and Jonas’s approach by fitting a third-order 
polynomial equation to the θ−σ curves. Using this method, the normalized critical strain can 
be expressed as the following ratio: (εc = αεp), where εₚ is derived by incorporating 
parameters such as the initial grain size (𝑑₀), temperature (T), strain rate (𝜀̇ ), and the 

(a) (b) (c) 

100 μm 

Pearlite 

Proeutectoid Ferrite  



1806  Integrating Taguchi Method and Finite Element Modelling for Precision Ball Joint 
Manufacturing with AISI 1045 Medium Carbon Steel 

 

activation energy for deformation (Q) (Chen et al., 2022; Wang et al., 2011). These 
relationships are further elaborated in Equation 1. 

( )p p

p p 0 pexp
M L

A d Q RT =      (1) 

This study utilizes a computational approach to predict the microstructure evolution 
of forged components, with DRX kinetics serving as a key aspect of the analysis. The widely 
adopted JMAK equation underpins the modeling of DRX kinetics. The validity and reliability 
of this equation have been extensively demonstrated in numerous studies (Zhang et al., 
2022a; 2022b; Joun et al., 2022; Ji et al., 2021; Zhang et al., 2020a; Ji et al., 2020; Zhang et 
al., 2019; Marques Ivaniski et al., 2019). 

( )( )d

d d c 0.51 exp ( )
k

X    = − − −     (2) 

Equation 2 defines the evolution of the DRX volume fraction as a function of strain. The 
strain required to achieve a 50% DRX volume fraction, as determined by Equation 3, is 
derived from the correlations established in the existing literature. 

( )0.5 0.5

0.5 0.5 0 0.5expM LA d Q RT =     (3) 

The average DRX grain size is defined as 

( )d d

d d 0 dexpM LD A d Q RT=      (4) 

The microstructural evolution during DRX is mathematically represented by Equations 1-
4, which incorporate coefficients derived from experimental data. In this study, the 
coefficients specific to AISI 1045 medium carbon steel are presented in Table 5, as reported 
by Siripath et al. (2024). Their research on the DRX characteristics and microstructure 
evolution of AISI 1045 medium carbon steel under high temperatures and varying strain 
rates established a strong correlation between the simulation results and experimental 
observations, validating the accuracy of the developed models. Using these equations, a 
FEM model was integrated into the finite element software to predict the microstructure 
evolution in the forged components, with a particular focus on ball joints. 

Table 5 Coefficients of the microstructure equations for the investigated steel 

Coefficient  Value  Coefficient  Value 

pA  
0.012  

0.5Q (J∙mol-1) 22058.4 

pM = dM = 0.5M  
0  

dk  5.070 

pL  
0.189  d  2.404 

pQ (J∙mol-1) 
29448.7  

dA  7082.57 

  0.478  
dL  -0.073 

0.5A  0.040  
dQ (J∙mol-1) -67793.2 

0.5L  0.117    

2.5. Experiment design 
The Taguchi method, developed by Dr. Genichi Taguchi at Japan's Electronic Control 

Laboratory in the late 1940s, is a standardized Design of Experiments (DOE) technique that 
enables the simultaneous analysis of multiple variables to identify optimal outcomes. This 
approach offers a robust and efficient means of examining the intricate relationships 
between process parameters while streamlining production processes to improve 
operational efficiency. As a cost-effective method, the Taguchi method reduces the required 
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specimens and the time needed for investigations without compromising accuracy 
(Budiyantoro et al., 2024). The Taguchi method uses two essential tools: an orthogonal 
array (OA) for structuring experimental runs and the signal-to-noise (S/N) ratio for 
assessing performance quality. The OA is constructed based on the control factors (design 
parameters) and their respective levels. The S/N ratio is calculated using performance 
characteristics to quantify variations, with a higher S/N ratio indicating better quality 
performance, where noise represents variance. The S/N ratios are categorized into three 
types based on optimization goals: “lower is better” (LB), “nominal is best” (NB), and 
“higher is better” (HB) (Khentout, 2019; Sudeesh, 2018; Kumar, 2012; Wu and Chang, 2004) 

The most critical stage of the Taguchi method is selecting the appropriate control 
factors. In this study on forging, three key control factors were identified: initial billet 
temperature, billet length, and friction factor (as outlined in Table 6). To structure the 
experiment, an L9 orthogonal array, outlined in Table 7, was used, allowing for a set of nine 
simulations incorporating three levels for each of the three factors. The simulations were 
designed and analyzed using MINITAB 19.2 software. For this study, the "LB" S/N ratio was 
chosen because minimizing the forging loads and maximum stresses is a key objective. The 
S/N ratio was calculated using Equation 5, where n represents the number of trials and yi 
denotes the value of the i-th observation. 

2

1

1
10log

n

i
i

S
y

N n =

 
= −  

 
       (5) 

Table 6 Control factors and their levels 

Factor Symbol 
Levels 

Unit 
1 2 3 

Billet’s temperature Tb 1000 1100 1200 C 
Billet length lb 160 157 153 mm 

Friction factor m 0.15 0.50 0.64 - 

In industrial practice, billets are typically heated to around 1100 °C, consistent with the 
findings of Murugesan and Jung (2019), which highlight that optimal forgeability of AISI 
1045 medium carbon steel occurs within the temperature range of 850 °C to 1250 °C. 
Regarding billet length, the standard industrial practice employs a length of 160 cm. 
However, to enhance practicality and reduce initial billet volume, shorter lengths of 160 
mm, 157 mm, and 153 mm were evaluated in this study. Research by Soranansri et al. 
(2021) demonstrates that optimizing billet size significantly improves metal flow into the 
die cavity, reduces material waste, and enhances cost efficiency. Similarly, Siripath et al. 
(2023b) identified 153 mm as the optimal billet length for hot closed-die forging of ball 
joints using FEM analysis across five tested sizes. This length achieved effective die filling 
without defects, improving manufacturing efficiency and minimizing material waste, 
although temperature and lubrication effects were not assessed in their study. The friction 
factor, a critical variable in the forging process, was also investigated. Poungprasert et al. 
(2024) determined friction factors under varying lubrication conditions: 0.64 for dry 
conditions, 0.50 for water with black graphite, and 0.15 for oil with black graphite. These 
values were derived from hot-ring compression tests on AISI 1045 medium carbon steel 
and validated through FEM-based predictive calibration curves that monitored changes in 
the sample height and internal diameter during compression. These findings are directly 
relevant to ball joint production. By carefully selecting these control factors of initial billet 
temperature, billet length, and friction factor, this study ensures a comprehensive 
understanding of their impact on the forging process, thereby justifying their inclusion in 
this study. 
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2.6. FE Simulation of Ball Joints 
In this study, a ball joint was manufactured using a hot-forging process. The procedure 

began by heating the billet in an induction furnace, followed by transferring the heated 
billet to a mechanical press in a forging station. The hot forging process consisted of three 
primary stages: preforming, finishing, and flash-trimming. During the performing stage, the 
billet was shaped to distribute the mass and form an approximation of the desired shape. 
The finishing stage refined the part to achieve precise geometrical and dimensional 
accuracy. Finally, the flash-trimming operation removed the excess material from the 
forged part. After the finishing stage, the flash was trimmed, and the workpiece was cooled 
to ambient temperature. The upper and lower dies used in the forging process were made 
of SKD61 steel. The preforming die surface was designed to be approximately 1 mm deeper 
than the finishing die surface, and the die gap between the upper and lower dies was 
maintained at 3 mm for both preforming and finishing operations. A Crank press JFP-1350 
M/C, a 1350-ton mechanical press with a total stroke of 240 mm and an operating speed of 
85 strokes per minute, was used to forge the ball joint. To simulate the ball joint 
manufacturing process, a 3D-CAD model was developed to represent the entire hot forging 
process, including the upper die, lower die, and billet. The 3D-CAD model was imported into 
the FEM simulation software for analysis. The FEM model employed tetrahedral elements, 
with remeshing applied during the numerical solution phase to accommodate significant 
plastic deformation within the elements. The flow stress-strain and microstructure 
evolution models were integrated into the FEM simulation software. The simulation 
conditions were designed to closely replicate the actual hot forging process. The cylindrical 
billet was designated as a deformable body, while the upper and lower dies were 
designated as rigid bodies. Ambient heat transfer coefficients were applied based on the 
recommended values in the software library. 
 
3. Results and Discussion 

3.1. Taguchi’s experimental design 
To optimize the forging conditions, three key parameters—friction factors, billet 

length, and billet temperature—were analyzed in finite element (FEM) simulations. The 
maximum forging loads (comprising preforming and finishing loads) and the maximum 
stress were recorded for each FEM simulation trial. These values served as inputs for 
calculating the signal-to-noise (S/N) ratios for both the forging loads and the maximum 
stress using Taguchi response analysis. The results are summarized in Table 7.  

According to the Taguchi method, a higher S/N ratio indicates better quality, indicating 
optimal conditions can be achieved by selecting the parameter combination with the 
highest S/N ratio. In this study, the S/N ratio analysis focused on three quality 
characteristics: maximum forging loads (including preforming and finishing loads) and 
maximum stress. A "smaller-the-better" criterion was applied because very high stresses 
and forging pressures can have adverse effects. Excessive stresses may lead to undesirable 
deformations or defects in the forged product, while elevated forging pressures can damage 
the dies. Based on the S/N ratio analysis presented in Table 8, the optimal control factor 
levels were identified for both maximum forging loads and maximum stress parameters. 
Figure 3 illustrates the relationships between the control factors and their S/N ratio. The 
optimal forging conditions were determined to be a billet temperature of 1200°C, a billet 
length of 153 mm, and a friction factor of 0.15. These levels exhibited the highest S/N ratio 
among all other levels.   
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Table 7 Simulation results for maximum forging loads (ton-force, tf) and maximum 
stresses (MPa) 

Exp. 
No 

Tb 
(°C) 

lb 
(mm) 

m 
Max. 

Preforming 
load 

Max. 
Finishing 

load 

Max. 
Stress  

S/N ratios 

Max. 
Preforming 

load 

Max. 
Finishing 

load 

Max. 
Stress 

1 1000 160 0.15  584.70   593.70  207.071 -55.3387 -55.4713 -46.3224 
2 1000 157 0.50  874.00   758.00  212.121 -58.8302 -57.5934 -46.5317 
3 1000 153 0.64  887.00   785.00  200.11 -58.9585 -57.8974 -46.0254 
4 1100 160 0.50  714.00   621.00  194.75 -57.074 -55.8618 -45.7895 
5 1100 157 0.64  771.00   645.40  196.215 -57.7411 -56.1966 -45.8546 
6 1100 153 0.15  405.90   434.10  197.772 -52.1684 -52.7518 -45.9233 
7 1200 160 0.64  596.70   495.20  185.966 -55.5151 -53.8956 -45.3887 
8 1200 157 0.15  343.60   324.90  180.105 -50.7211 -50.235 -45.1105 
9 1200 153 0.50  479.20   400.20  176.821 -53.6103 -52.0455 -44.9507 

Table 8 S/N response table for maximum loads and maximum stresses 

Levels 

Control factors 

Max. Preforming load (tf) Max. Finishing load (tf) Max. Stress (MPa) 

Tb (°C) lb (mm) m Tb (°C) lb (mm) m Tb (°C) lb (mm) m 

1 -57.71 -54.91 -52.74 -56.99 -54.23 -52.82 -46.29 -45.63 -45.79 
2 -55.66 -55.76 -56.5 -54.94 -54.67 -55.17 -45.86 -45.83 -45.76 
3 -53.28 -55.98 -57.4 -52.06 -55.08 -56 -45.15 -45.83 -45.76 

 

   
Figure 3 Main effect plot of control parameters on the S/N ratio: (a) Maximum preforming 
loads, (b) Maximum finishing loads, and (c) Maximum Stresses 

However, closer examination of the friction factor data for maximum stress revealed a 
potential anomaly. The S/N ratio for the friction factor remained identical across all three 
levels at maximum stress. This issue could be attributed to either a data error or the 
possibility that, within the range studied, the friction factor had a negligible effect on the 
maximum stress. To validate these findings and assess the significance of each control 

(a) (b) 

(c) 
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factor, further analysis using Analysis of Variance (ANOVA) was conducted for both 
maximum forging loads and maximum stress. 

3.2.  ANOVA 
The ANOVA results presented in Table 9 evaluate the influence of three factors (billet 

temperature (°C), billet length (mm), and friction factor) on three distinct responses: 
maximum preforming load, maximum finishing load, and maximum stress. Each factor’s 
impact was analyzed based on its percentage contribution to variability, F-value, and 
corresponding P-value, offering a comprehensive understanding of its statistical 
significance. The percentage contribution to variability reflects the proportion of the total 
variation in each response attributable to a specific factor, facilitating the identification of 
the most influential variables. The F-value, calculated as the ratio of between-group 
variance to within-group variance, indicates the relative significance of each factor, with 
higher F-values indicating more substantial differences between group variances. The 
observed P-values were all less than 0.05, indicating a statistically significant relationship 
between the factors and the responses (Muhammad Sayuti, 2022; Zhang et al., 2020b; 
Montgomery, 2010). 

Table 9 Results of ANOVA for maximum forging loads and maximum stresses 

Factor DOF Sum of squares Mean squares % Contribution F-value P-value 

Max. Preforming load 

Tb (°C) 2 142990 71495 46.03% 69.95 0.014 
lb (mm) 2 7862 3931 2.53% 3.85 0.206 
m 2 157752 78876 50.78% 77.17 0.013 
Error 2 2044 1022 0.66%   
Total 8 310648  100.00%   

Max. finishing load 
Tb (°C) 2 140072 70036.2 69.07% 100.09 0.01 
lb (mm) 2 2270 1134.9 1.12% 1.62 0.381 
m 2 59061 29530.5 29.12% 42.2 0.023 
Error 2 1400 699.8 0.69%   
Total 8 202803  100.00%   

Max. Stress 
Tb (°C) 2 986.05 493.026 89.13% 12.48 0.074 
lb (mm) 2 40.04 20.02 3.62% 0.51 0.664 
m 2 1.18 0.589 0.11% 0.01 0.985 
Error 2 79.01 39.507 7.14%   
Total 8 1106.28  100.00%   

The ANOVA results indicate that billet temperature and friction factor significantly 
affect the maximum preforming load response. Billet temperature contributes 46.03% to 
variability with a low P-value of 0.014, demonstrating its statistically significant impact. 
Similarly, the friction factor accounts for 50.78% of the variability, with a low P-value of 
0.013, reinforcing its considerable influence. In contrast, billet length had a minor effect, 
contributing only 2.53% of the variability, with a higher P-value of 0.206, suggesting its 
impact may not be statistically significant. For the maximum finishing load response, the 
billet temperature and friction factor again emerged as important contributors. Billet 
temperature accounts for 69.07% of the variability, with a P-value of 0.01, indicating a 
strong influence. The friction factor contributes 29.12% to the variability, with a P-value of 
0.023, confirming its significant impact. In contrast, billet length has a negligible effect, 
contributing only 1.12% to the variability, with a higher P-value of 0.381. For maximum 
stress, billet temperature emerges as a highly significant factor, accounting for 89.13% of 
the variability. However, its P-value of 0.074, which was moderately high, suggests that 
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additional investigation may be necessary to confirm its significance. Both billet length and 
friction factor exhibited minimal effects on maximum stress, with relatively high P-values 
indicating non-significance. In summary, the ANOVA results underscore the critical 
importance of billet temperature and friction factor in determining maximum preforming 
and finishing loads. Additionally, they suggest a possible, although less certain, effect of 
billet temperature on the maximum stress. 

3.3. Linear Regression Analysis 
This study examined the relationship between dependent and independent variables 

through regression analysis. The dependent variables included the maximum preforming 
load, maximum finishing load, and maximum stress, while the independent variables 
comprised billet temperature (Tb), billet length (lb), and friction factor at the die and 
workpiece interface (m). The predictive equations derived from the linear regression 
analysis for the maximum forging loads and maximum stress are provided in Equations 
(6)–(8) below: 

Maximum preforming load (tf) = 1058 − 1.544 Tb + 6.53 lb + 612.9m  (6) 
Maximum finishing load (tf) = 1376 − 1.5273 Tb + 4.57 lb + 374.4m  (7) 
Maximum Stress (MPa) = 233.2 − 0.1274 Tb + 0.651 lb − 1.56m   (8) 

 
Figure 4 Comparison of (a) the maximum preforming load, (b) the maximum finishing load, 
and (c) the maximum effective stresses from the simulation against predictions made by 
the linear regression model 

The plots illustrating the maximum preforming load and maximum finishing load, 
simulated and predicted by regression Equations 6 and 7, are shown in Figures 4(a) and 
4(b), respectively. The regression analysis produced average absolute relative errors 
(AARE) of 4.6118% and 2.78723%, with Coefficient of Determination (R2) of 0.978 and 
0.988 for maximum preforming and finishing loads, respectively. The root mean square 
error (RMSE) values were 31.0974 tf and 18.6350 tf.  Similarly, Figure 4(c) shows the 

(a) (b) 

(c) 
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maximum stress, which was both simulated and predicted by using regression Equation 8. 
This analysis yielded an AARE of 1.57423%, an R2 value of 0.909, and an RMSE of 3.79452 
tf. The AARE, expressed as a percentage, was a key metric for assessing the model’s overall 
prediction accuracy, offering a comprehensive assessment of its performance. The R2 
values, approaching 1, indicate a strong correlation between the predicted and simulated 
values, affirming the reliability of the regression model. Additionally, the RMSE values 
highlight the accuracy of the predictions, with lower values reflecting a closer match 
between predicted and simulated data points (Siripath et al., 2023a; Chen et al., 2021; Gabb 
et al., 2005). In Figure 4, the blue dashed lines represent the 95% confidence interval (CI), 
and the purple dashed line denotes the 95% prediction interval (PI). 

3.4. Verification results of the FEM 
The Taguchi method was used to determine the optimal forging conditions, which were 

found to be an initial temperature of 1200°C, a billet length of 153 mm, and a friction factor 
of 0.15. These conditions were subsequently implemented in the simulation software and 
verified through shop floor experiments for ball joint manufacturing. The FEM simulation 
mesh details for the ball joint, including the discretization level and element numbers used 
to represent the geometry and behavior of the initial billet, were as follows: the initial model 
contained 2093 nodes, 2640 surface elements, and 8532 volumetric elements. Remeshing 
was required during the numerical solution due to significant plastic deformation.  After 
the preforming process, the workpiece included 72,474 nodes, 75,358 surface elements, 
and 331,745 volumetric elements. After the finishing process, these numbers changed to 
80,728 nodes, 80,654 surface elements, and 374,564 volumetric elements. 

During the experimental trials, the material filled the die cavity without any observable 
defects in the workpiece, confirming that the forming conditions were successful. Figure 
5(a) presents a direct comparison of the ball joint geometry, showcasing the smooth, gray-
colored simulation model alongside the actual manufactured component, which exhibits 
the typical metallic surface finish and texture found in forged parts. The simulated and 
manufactured parts displayed identical geometric features, including the spherical socket 
and extended arm with circular indentations. The close alignment between the predicted 
and actual results validates the reliability of the simulation in accurately predicting the final 
shape of the manufactured ball joint.  

 
Figure 5 The final shape of ball joint: (a) simulation and (b) actual object; (c) Bar graph 
comparing forging loads between experimental data, predictive equation, and FEM 
simulation 
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Figure 6 (a) Distance to contact; (b) Effective stress distribution; (c) Plastic strain; and (d) 
Temperature distribution after preforming and finishing processes 

To further analyze the mechanics of the forging process, the FEM results illustrated in 
Figure 6 provides detailed insights into various parameters tracked during the preforming 
and finishing phases. These parameters included the distance to contact, effective stress 
distribution, accumulated plastic strain, and temperature distribution across the forged 
part. In Figure 6(a), the contour colors represent the distance between the dies and the 
outer surface of the workpiece, which is measured perpendicular to the forging die. Minimal 
distances indicate areas where the die was nearly or fully in contact with the workpiece, 
reflecting the progression of material deformation during forging. Conversely, larger 
distances highlight regions that have not fully conformed to the die shape, suggesting 
incomplete cavity filling or areas that require additional deformation. These contact 
conditions directly influenced the stress distribution shown in Figure 6(b), which 
illustrates the effective stress within the workpiece during the FEM simulations. Peak stress 
concentrations were observed near the workpiece periphery, especially in regions where 
flashes were formed. High-stress zones formed at the points where the workpiece made 
contact with the curved fillet sections of the die cavity. These zones became more 
pronounced during the finishing stage as the forming loads reached their peak. The 
resulting material deformation was reflected in the FEM plastic strain distribution, as 
shown in Figure 6(c), which revealed optimal strain patterns throughout the forming 
process. The simulation indicated that the highest strain levels (up to 13.5) were 
concentrated in the flash regions, which are sacrificial and intended to be trimmed. 

Preforming Finishing 

(a) Distance to contact 

(d) Temperature distribution 

Preforming Finishing 

(c) Plastic strain 

Preforming Finishing 

Preforming Finishing 

(b) Effective stress distribution 
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Meanwhile, the main workpiece experienced moderate-to-low strain levels. Notably, 
critical functional areas, such as circular cavities, maintained minimal strain.  The transition 
from the preforming to the finishing stages demonstrated controlled material flow and 
balanced forming conditions, confirming the effectiveness of the die design in producing 
high-quality parts. This plastic deformation generates heat, as shown in the FEM 
temperature distribution analysis (Figure 6(d)). In this analysis, higher temperatures 
(1050−1200°C) were observed in the outer edges and flash areas, whereas moderate 
temperatures (600−750°C) persisted in the central and cavity regions. The transition from 
preforming to finishing stages resulted in a more uniform heat distribution, indicating 
effective thermal management throughout the forming process. This management was 
crucial for ensuring optimal material flow and product quality. 

To validate the accuracy of the FEM simulation, a comparative analysis was conducted 
between the experimental data, FEM simulation, and predictive calculations regarding the 
maximum forging loads for both the preforming and finishing stages, as shown in Figure 
5(b). The mechanical press measurements indicated peak loads of 350.2 tf during 
preforming and 325.4 tf during finishing. The FEM simulation showed lower values, with 
276 tf during preforming and 300.3 tf during finishing, whereas the predictive model 
estimated loads at 296.23 tf and 298.61 tf, respectively. Compared with the experimental 
data, the FEM simulations exhibited error rates of 21.19% during preforming and 7.71% 
during finishing. Similarly, the predictive model showed discrepancies of 15.41% and 
8.23% for the respective stages. These results provide key insights into the computational 
predictions. Both computational methods consistently underestimated the experimental 
loads and achieved better accuracy during the finishing stage. The predictive model 
demonstrated a more consistent performance across both stages, whereas the FEM 
simulation exhibited notable improvement from preforming to finishing. The lower error 
rates in the finishing stage (below 10% for both methods) suggest that the computational 
models more accurately reflect the forming mechanics in the final deformation phase. 
These findings indicate that although both approaches offer reasonable predictions, further 
refinement is necessary to enhance their accuracy, particularly during the preforming 
stage, where material behavior and friction conditions may be more complex. 

The literature review on optimizing process parameters included several notable 
studies that confirmed the optimal conditions identified through the Taguchi method in this 
study. Siripath et al. (2023b) utilized simulation software to optimize the initial billet size 
and predict the forging load for ball joints, ensuring consistent processing conditions. Their 
FEM analysis reduced the billet mass, cost, and material waste. Despite an average 
prediction error of 7.31% for the forging load, their finite element simulation was 
instrumental in reducing costs and enhancing the process. The optimal size identified (48 
mm diameter, 153 mm length) ensured defect-free workpieces and yielded material 
savings of up to 17.65%. On another note, Poungprasert et al. (2024) examined the effects 
of lubrication on friction during hot-ring compression tests of AISI 1045 medium carbon 
steel. Their FEM simulation results closely matched the experimental data, indicating that 
oil mixed with black graphite is the most effective lubricant. 

In this study, a microstructure evolution model was used to simulate the forging 
process of ball joints. This approach builds upon the work of Siripath et al. (2024), who 
assessed the reliability of a microstructure evolution model (as outlined in Section 2.4) for 
AISI 1045 medium carbon steel using FEM simulation during their hot compression tests. 
The FEM simulation analysis in this study focused on three critical aspects of the ball joint 
after cooling to room temperature: grain size distribution, pearlite volume fraction (%) 
distribution, and tensile strength distribution, as illustrated in Figure 7. For validation 
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purposes, a cross-section of the ball joint was prepared for microstructure observation at 
11 designated study points, as shown in Figure 8. Table 10 summarizes the distributions of 
grain size, pearlite volume fraction, and ferrite volume fraction at these points after forging, 
as determined by FEM simulation. 

 

Figure 7 FEM simulation results for the forged part: (a) grain size distribution (μm), (b) 
pearlite volume fraction (%) distribution, and (c) tensile strength distribution 

The FEM simulation provided detailed insights into the microstructural and 
mechanical properties of the forged ball joint component, particularly in terms of grain size 
evolution.  The results revealed significant variations in grain size distribution across the 
components, with sizes ranging from a minimum of 5.1009 μm to a maximum of 41.2166 
μm. The mean grain size was recorded at 23.4056 μm with a standard deviation of 2.103 
μm. The distribution histogram showed a predominantly normal distribution pattern, with 
most grain sizes clustering between 20−25 μm. The experimental metallographic analysis 
conducted across the 11 designated study points yielded an average experimental grain 
size of 20.423 μm with a standard deviation of 6.8140 μm. Comparisons between the 
simulated and experimental results revealed a mean deviation of 15.507%, with point-to-
point variations ranging from 3.541% to 9.334%, indicating a strong correlation between 
the FEM model predictions and actual microstructural observations. The spatial 
distribution map shows that the central regions of the ball joint have more uniform grain 
structures. In contrast, the slight variations observed near the edges and geometric 

(a) Grain size distribution 

(b) Pearlite Volume Fraction (%) 
distribution 

(c) Tensile Strength 
distribution 
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transitions are likely the result of different cooling rates and deformation patterns during 
the forging process. Recent studies by Hu and Wang (2020) have provided crucial insights 
into the grain size variations observed in this study. Their investigation into 5CrNiMoV steel 
showed that DRX behavior is strongly influenced by processing parameters, with higher 
temperatures and lower strain rates facilitating an increased DRX volume fraction. These 
results correlate with our observations of more uniform grain structures in the central 
regions of the ball joint. Hu et al. (2020) also explored the effects of multi-directional non-
isothermal forging. They discovered that complete DRX results in more uniform and 
equiaxed grains, which mirrors the grain size distribution patterns observed in this study. 
Their research further identified discontinuous dynamic recrystallization (DDRX) as the 
primary mechanism for nucleation and grain growth, which explains the grain refinement 
patterns observed in this study, particularly in areas subjected to varying cooling rates.  

 
Figure 8 Cross-section of the actual ball joint, already mounted for microstructure 
observation, with marked study points 

Table 10 Distribution of grain size, pearlite volume fraction, and ferrite volume fraction 
after forging process at 11 study points based on FEM simulation 

Average 
grain size 

(Dd) 

  

 

 

Pearlite 
volume 

fraction (%) 

  

 

 

Ferrite 
volume 

fraction (%) 

  

 

 

Building on the microstructural analysis, the phase transformation behavior was 
examined using the material library of the FEM simulation software to model the cooling 
process down to room temperature. Based on the Continuous Cooling Transformation 
(CCT) diagram, it was determined that the structure of the ball joint transitioned to pearlite 
during the cooling phase. This transformation is evidenced by the microstructure depicted 
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in Figure 9, which shows a mix of proeutectoid ferrite and pearlite. The FEM simulation 
results regarding the pearlite volume fraction after cooling are displayed in Figure 7(b). 
Validation through comparisons with the measured volume fractions at the 11 designated 
study points, as shown in Figure 10(b), confirmed high accuracy with a minor error of only 
5.33%. Further understanding of phase transformation predictions is supported by recent 
advancements in transformation modeling. Poloczek et al. (2020)  indicated that the 
deformation process significantly affects the developed austenite microstructure, 
subsequently affecting the kinetics of phase transformations. Their findings emphasize that 
incorporating austenite grain size as an independent variable in transformation models 
substantially enhances prediction accuracy. Additionally, research by Zhang et al. (2020a) 
on DRX behavior indicated that the maximum values of effective strain and DRX volume 
fraction are typically concentrated in the central section of the forged components, which 
is consistent with the observed uniform phase distribution patterns in this study. Their 
model, which achieved correlation coefficients of 0.973 and 0.994 for DRX grain size and 
volume fraction, respectively, sets a benchmark for our achieved accuracy levels.  

 

Figure 9 Microstructures in studied points of the ball joint cross-section 
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Figure 10 Bar graph comparing simulation and measured results for (a) grain size and (b) 
pearlite volume fraction of the ball joint after cooling to room temperature at the study 
points 

The microstructural evolution directly influenced the mechanical properties, as 
demonstrated by the tensile strength distribution analysis in Figure 7(c). The simulation 
results revealed a relatively uniform strength profile throughout the forged component, 
with tensile strength values ranging from 642.04 to 642.122 MPa and an average of 642.07 
MPa. The distribution histogram exhibited a slightly skewed pattern, with most values 
concentrated between 642.06 − 642.10 MPa. This narrow range of tensile strength values 
correlated strongly with the uniform phase distribution and controlled cooling conditions 
identified in the microstructural analysis. The consistency in the tensile strength 
distribution (642.04 - 642.122 MPa) aligns with recent findings on process-property 
relationships. Hu et al. (2020) demonstrated that the formation of high-angle grain 
boundaries during complete DRX reduces defects and promotes uniform mechanical 
properties. Their study showed that favorable grain orientations for slip systems develop 
during hot deformation, supporting the observed uniform strength profile. (Zhang et al., 
2020a) also highlighted that the relationship between processing parameters and 
mechanical properties can be effectively predicted using integrated modeling approaches, 
achieving average absolute relative errors as low as 3.2% in microstructural predictions.  

These comprehensive results highlight the effectiveness of the microstructure 
evolution model in predicting the grain size distribution, phase transformations, and 
mechanical properties in forged ball joints. However, further refinement of the model could 
enhance the prediction accuracy.  

 
4. Conclusions 

This study successfully optimized the forging conditions for manufacturing ball joints 
using AISI 1045 medium carbon steel by integrating the Taguchi method, FEM simulations, 
and regression analyses. The optimal parameters identified were a billet temperature of 
1200°C, a billet length of 153 mm, and a friction factor of 0.15. ANOVA results highlighted 
billet temperature and friction factor as the most influential parameters, collectively 
explaining over 96% of the variation in forging loads. The linear regression models 
demonstrated high predictive accuracy, achieving R² values of 0.978 and 0.988 for 
preforming and finishing loads, and an R² of 0.909 for maximum stress, with low relative 
errors, confirming their reliability. FEM simulations incorporating the JMAK model 
accurately predicted microstructural evolution, including grain sizes ranging from 5.10 to 
41.22 μm, with a mean deviation of 15.51% from experimental measurements. 
Additionally, the simulation effectively predicted pearlite phase transformation with a 

(a) (b) 
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minor error of 5.33% and tensile strength distribution ranging from 642.04 to 642.12 MPa 
with high accuracy. Experimental validation confirmed successful die cavity filling without 
defects, with reasonable agreement between experimental and simulated results. The FEM 
simulations exhibited error rates of 21.19% and 7.71% for preforming and finishing loads, 
respectively, while predictive models showed lower discrepancies of 15.41% and 8.23%, 
demonstrating improved accuracy, particularly during the finishing stage. This integrated 
approach of optimization, FEM simulation, and microstructural analysis establishes a 
robust framework for enhancing efficiency and minimizing material waste while ensuring 
consistent product quality. It offers significant advantages for industrial applications, 
particularly in automotive manufacturing, by reducing reliance on trial-and-error 
approaches and lowering production costs. The successful implementation of this 
methodology provides a reliable foundation for improving the efficiency and quality of ball 
joint production. 
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