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Abstract. Earthquake is a natural hazard causing significant damage and loss of lives. In recent 
years, there has been a growing interest in the development of earthquake early warning system, 
using machine learning methods. One of the promising method is the use of Neural Network-Based 
Nonlinear AutoRegressive with eXogenous inputs (NN-based NARX) system, which has gained 
attention for the potential to improve the prediction accuracy and the robustness of earthquake 
early warning system. NN-based NARX system is composed of an effective recurrent neural network 
in modeling the time-series data. Therefore, this research aimed to investigate the performance of 
Ensemble Deep Learning NARX system, regarding earthquake occurrences estimation in the 
subduction zone, including Sunda Strait, Southern Java, and Bali Region. Ensemble Deep Learning 
NARX system was developed as the predictor to improve the performance characteristics of NN-
based NARX system in determining earthquake occurrences in the subduction zone of Java Island. 
The proposed Ensemble model combined multiple NARX system, each trained on a different subset 
of earthquake data, using the diversity and complementarity of individual model. The results 
showed that Ensemble Deep Learning NARX system outperforms individual model and traditional 
method, yielding a significantly improved estimation performance. The mean square error (MSE) of 
the testing data set was 5.97x10-23, 8.97x10-24, 9.73x10-26 for Sunda Strait, Southern Java, and Bali 
Region, respectively. The research provided valuable insights for seismic hazard assessment, 
facilitating the development of proactive measures for earthquake mitigation and preparedness in 
the regions. 
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1. Introduction 

The subduction zone is characterized by a complex tectonic setting resulting from the 
convergence of the Indo-Australian and the Eurasian Plates. This geological configuration 
includes the oceanic lithosphere subduction in the Indo-Australian Plate beneath the 
Eurasian Plate (Supendi et al., 2020). The subduction zone is identified by dynamic plate 
boundaries (Dokht, Gu, and Sacchi, 2018), which is prominent in Indonesia extending from 
the south-western coast of Sumatra to southern Java, Bali, and the Nusa Tenggara, as shown 
in Figure 1 (Hochstein and Sudarman, 2008). 

Neural network has the capability to diagnose faults in steam turbines and power 
transformers of thermal power plants (Dhini et al., 2022; Dhini, Kusumoputro, and  
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Surjandari, 2017). Furthermore,  it serves as an integral component for inner loop control 
of a small helicopter and altitude control of quadcopter maneuvers (Heryanto and Kusumo, 
2021; Suprijono and Kusumoputro, 2017). Neural network is also applied in the 
classification of electroencephalography (Nurfirdausi et al., 2022) and in predicting the 
quality of experience in communication network (Tan, Lim, and Diong, 2022). Deep 
learning neural network is a promising, showing higher accuracy of the prediction results 
in the time-series analysis (Lara-Benítez, Carranza-García, and Riquelme, 2021), 
wastewater flow rate (Kang et al., 2020), and for predictive maintenance (Makridis, Kyriazis, 
and Plitsos, 2020). Consequently, research on earthquake prediction using various neural 
network learning mechanisms has been developed (Haris et al., 2018). 

 

Figure 1 Tectonic settings in the subduction zone are depicted in section 1 for Sunda 
Strait, section 2 for Southern Java, and section 3 for Bali Region.  

NARX (Nonlinear AutoRegressive with eXternal Input) is a recurrent neural network 
capable of modeling time-series data with external inputs (Louzazni, Mosalam, and Cotfas, 
2021), temperature prediction (Gao et al., 2023), and torque combustion engines (Ricci et 
al., 2023). Compared to conventional earthquake precursors, NARX neural network can 
identify and account for minor thermal anomalies resulting from natural climate 
fluctuations (Nekoee and Shah-Hosseini, 2020). Moreover, a previous research introduces 
a NARX-based recurrent neural network model that is designed to accurately predict the 
response of large structures of a 38-story high-rise building structure at a 1:20 scale, 
exposed to seismic excitations and ambient vibrations (Perez-Ramirez et al., 2019).  

In the research on earthquake estimation, a machine-learning method for estimating 
magnitude through various parameters is conducted (Sheng, Li, and Lu, 2021; Beroza, 
Segou, and Mostafa-Mousavi, 2021; Mousavi and Beroza, 2020; Schäfer and Wenzel, 2019; 
Ochoa, Niño, and Vargas, 2018). An end-to-end method for earthquake detection, including 
phase detection, association, and location tasks, has also been carried out using deep 
learning method (Zhu et al., 2022). To further enhance a single deep learning neural 
network, Ensemble Deep Learning Neural Network is developed. This ensemble system is 
constructed by combining multiple deep learning model to enhance the general predictive 
performance and robustness of a system. Furthermore, ensemble has superior 
performance in addressing more intricate problems, in tasks such as image classification 
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(Hameed et al., 2020), object detection (Xu et al., 2020), and natural language processing 
(Al-Makhadmeh and Tolba, 2020). It has also enhanced single deep learning neural network 
in the context of time series classification problems (Liu et al., 2020; Fawaz et al., 2019) and 
for detecting cyber-attacks (Al-Abassi et al., 2020).  

Based on the explaination above, this research aimed to investigate the performance of 
Ensemble Deep Learning NARX system in estimating earthquake occurrences in the 
subduction zone. Time series data on earthquake occurrences from various regions are 
used to assess the consistency and performance of Ensemble Deep Learning NARX system 
constructed for prediction. The results are expected to provide valuable contributions to 
earthquake prediction and offer insights into the effectiveness of Ensemble Deep Learning 
NARX system for estimating earthquake occurrences.  
 
2.  Methods  

The methodology for the performance analysis of Ensemble Deep Learning NARX 
system to estimate earthquake occurrences includes: 
1. Ensemble Design: Select appropriate network architectures, hyperparameters, and 

training algorithms for Ensemble Deep Learning NARX model. 
2. Ensemble Formation: Combine multiple NARX model to create Ensemble, each trained 

on distinct subsets of earthquake data. 
3. Model Training: Train Ensemble Deep Learning NARX model using the collected and 

preprocessed earthquake data. 
4. Performance Evaluation: Evaluate the trained model using performance metrics mean 

square error. 
5. Comparative Analysis: Compare the performance of Ensemble Deep Learning NARX 

system with other architecture model. 
6. Interpretation and Discussion: Interpret and discuss the results obtained from the 

performance analysis, showing the strengths and limitations of Ensemble Deep 
Learning NARX system for estimating earthquake occurrences. 

2.1.  Data Pre-processing 
Earthquake data were sourced from the catalog of the Indonesia Meteorological 

Climatological and Geophysical Agency (BMKG). Data for earthquake in Sunda Strait (Figure 
2a), Southern Java region (Figure 2b), and Bali Region (Figure 2c) with a magnitude greater 
than 4.0 were collected between 2011 and 2022. After data pre-processing, the data were 
divided into two sets, namely training and testing. The training set was used to train the 
model, while the testing set was used to evaluate the performance on unseen data. As a 
standard practice, a larger portion of the data was allocated for training while a smaller was 
reserved for testing. To ensure an unbiased selection, this research randomly assigned 80% 
of the data for training and designated the remaining 20% for testing. 
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   (a)                                                                                (b)  

 

 (c) 

Figure 2 Frequency of earthquake occurrence: (a) Sunda Strait; (b) Southern Java; and (c) 
Bali region  

2.2.  Single Deep Learning NARX System 
NARX neural network, characterized by a straightforward structure with a single 

hidden layer, incorporates time-delayed inputs and outputs, which influence time-series. 
The structure of NARX neural network is relatively straightforward, featuring one hidden 
layer. Meanwhile, Deep Learning NARX neural network builds on the basic NARX 
architecture by adding multiple hidden layers and non-linear activation functions. The use 
of deep learning empowers the model to discern more intricate patterns in the time-series 
data. Furthermore, the architecture can be automatically optimized through various 
techniques. Deep Learning NARX neural network represents a more advanced and 
adaptable architecture compared to the basic NARX network. It has the capacity to discern 
complex patterns, potentially achieving superior performance in time-series prediction 
tasks. In this research, the training results were obtained using Single Deep Learning NARX 
architecture, as shown in Table 1. To further enhance these results, the implementation of 
Ensemble Deep Learning NARX system was proposed.  
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Table 1 Training performance earthquake data using Single Deep Learning NARX 

Region Delay 
Hidden 
Layer 

Neuron MSE 

Sunda Strait 1 3 40-40-40 9.71x10-22 
Southern Java 1 3 40-40-40 6.89x10-20 

Bali Region 1 3 40-40-40 3.56x10-19 

Table 2 Testing performance earthquake data using Single Deep Learning NARX 

Region Delay 
Hidden 
Layer 

Neuron MSE 

Sunda Strait 1 3 40-40-40 6.51x10-20 
Southern Java 1 3 40-40-40 4.17x10-18 

Bali Region 1 3 40-40-40 1.93x10-15 

2.3.  Ensemble Deep Learning NARX System 
Proposing a novel model, Ensemble Deep Learning NARX System combines the 

strengths of deep learning and ensemble methods to enhance predictive modeling. 
Individual model in the ensemble contribute the prediction, which is aggregated to obtain 
the final prediction. This method leverages the diversity of the ensemble members to 
overcome the limitations of individual model, thereby achieving more accurate and reliable 
predictions.  

Individual NARX model is combined to form ensembles, where the predictions of each 
model are aggregated using the average update error. In the back propagation process, the 
average error value updates the weights and biases in each model. This procedure 
continues to reach the smallest error value or designated iteration limit. As presented in 
Figure 3a, Ensemble Deep Learning NARX uses an open-loop architecture during the 
training phase and transitions to a closed-loop architecture for testing purposes. In the 
closed-loop architecture presented in Figure 3b, the output of each NARX network is 
feedback as input to the other networks in the ensemble. This feedback mechanism allows 
network to learn from the errors and others. The ensemble pseudo code is provided below 
for reference: 

1. Initialize architecture, define the time delay, window size, or dimension, and set the 

number of an ensemble, hidden layers, and neurons in each layer. 

2. The Y output of each architecture is averaged for the results in �̅�, to find the δk is an 

error factor in the output layer, where tk is the target (Equation 1): 

𝜹𝒌 = (𝑡𝑘 − �̅�)𝑓′(𝑦𝑛𝑒𝑡𝑘
) =  (𝑡𝑘 − �̅�)𝑦𝑘(1 − 𝑦𝑘)                                       (1) 

3. Back propagation process to update the weights for each architecture. 

4. Calculate the error in each hidden unit δj (Equation 2) 

𝜹𝒋 = (𝛿_𝑛𝑒𝑡𝑗)𝑓′(𝑧_𝑛𝑒𝑡𝑗)                                                                (2) 

Where, 𝛿_𝑛𝑒𝑡𝑗  is a sum of the errors of hidden unit 

         𝑧_𝑛𝑒𝑡𝑗  is the output value in each hidden unit 

5. Calculate all changes in the weight of the output and hidden layer 

6. The new weights are used for the next process to reach convergence or maximum 

epochs 
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          (a)                                                                                   (b) 

Figure 3 Architecture (a) Open Loop Ensemble Deep Learning NN-NARX; and (b) Close 
Loop Ensemble Deep Learning NN-NARX 
 
3. Results and Discussion 

3.1.  Training Performance  
The results showed that the ensemble model architecture used showed small error 

values. The initial training phase used earthquake data from Sunda Strait, with the 
parameters, and architecture presented in Table 3. Moreover, the next training phases used 
data from Southern Java and Bali, accompanied by the parameters and architecture 
outlined in Tables 4 and 5. The Mean Square Error (MSE) values presented in these tables, 
pertaining to data from distinct earthquake regions, show the superiority of the ensemble 
model method compared to individual NARX model, implying enhanced predictive 
performance. Furthermore, the application of the 'update average error' method effectively 
addressed the challenge of bias in the ensemble model. This method continuously updated 
and adjusted the weights based on the performance of individual model. Open Loop model 
successfully captured and assimilated the underlying patterns and dependencies inherent 
in the training data. During the testing phase, the best model obtained was used, and Closed 
Loop architecture was applied in the training process. As shown in Table 6, the results for 
Sunda Strait, Southern Java, and Bali data reflected Closed Loop model ability to produce 
low MSE values, showing its capacity to accurately estimate and predict complex time-
series data.  

The capacity of the model to capture intricate patterns and dependencies in the data 
contributed to predictions that were more precise and dependable. Closed Loop structure 
offers adaptability in fine-tuning model parameters to correspond with the data patterns. 
The ensemble architecture for different earthquake datasets shows distinct parameters. 
However, both architectures yielded exceptional MSE values consistently in the training 
and testing phases. The performance analysis of the model also yielded valuable insights. 
The use of the 'update average error' method was instrumental in refining and augmenting 
the predictive capacities of the model. 
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Table 3 Training performance earthquake data Sunda Strait 

Ensemble Total Delay Hidden Layer Neuron MSE 

3 
6 

3 40-40-40 
1.32x10-23 

12 6.23x10-22 

5 
6 

5 
40-40-40-40-

40 
3.95x10-26 

12 2.59x10-24 

Table 4 Training performance earthquake data Southern Java 

Ensemble Total Delay Hidden Layer Neuron MSE 

3 
6 

3 40-40-40 
8.83x10-24 

12 1.78x10-25 

5 
6 

5 
40-40-40-40-

40 
1.15x10-25 

12 6.87x10-26 

Table 5 Training performance earthquake data Bali  

Ensemble Total Delay Hidden Layer Neuron MSE 

3 
6 

3 40-40-40 
9.73x10-26 

12 5.45x10-22 

5 
6 

5 
40-40-40-40-

40 
1.59x10-23 

12 1.16x10-23 

Table 6 Testing performance earthquake data  

Region Ensemble Total Delay Hidden Layer Neuron MSE 

Sunda Strait 5 6 5 40-40-40-40-40 5.97x10-23 
Southern Java 5 12 5 40-40-40-40-40 8.97x10-24 

Bali Region 3 6 3 40-40-40-40-40 9.73x10-26 

 By incorporating the average error from each NARX network in ensemble, the model 
delivered predictions with greater resilience and accuracy. This method effectively reduced 
the impact of outliers or underperforming network, resulting in an enhancement of 
performance. Furthermore, MSE values achieved showed the model capacity to minimize 
disparities between predicted and actual values. These consistently low error values served 
as a testament to the effectiveness of the model in capturing the patterns and dynamic data. 
A comparative performance analysis of the model with earthquake data from two different 
regions also showed outstanding results. The precision in estimating earthquake 
occurrences showed significant importance for earthquake prediction, where precise and 
dependable time series forecasting played an essential role in decision-making. 

3.2.  N-Step Prediction   
 The next phase includes forecasting earthquake occurrences for the upcoming 12 
months in 2023. The predictions are based on the model selected during testing. After 
examining the comparison graph between observed and predicted data, it was discovered 
that differences persisted in the number of earthquake in Sunda Strait (Figure 4a), Southern 
Java (Figure 4b), and Bali (Figure 4c). However, there was a partial correspondence with 
the original data. 

 The results from N-step ahead predictions showed a significant outcome. Although 
disparities in the number of earthquake persisted, the predicted data showed a partial 
correspondence with the original dataset. This discovery showed the complexity and 
inherent variability in earthquake occurrences in the research regions. Despite the 
disparities, the model ability to capture certain aspects of the seismic activity pattern 
signified a promising step toward improving earthquake prediction. Moreover, further     
investigation and refinement of the model hold the potential to enhance its predictive 
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accuracy and contribute to the development of more effective early warning system in 
earthquake-prone regions. 

 
           (a)            (b) 

 
                     (c) 

Figure 4 Prediction over the upcoming 12 months: (a) Sunda Strait; (b) Southern Java; and 
(c) Bali Region 
 
4. Conclusions 

In conclusion, this research showed the effectiveness of the proposed method in 
accurately predicting earthquake time-series. Ensemble model, comprising multiple NARX 
neural network trained on distinct subsets of earthquake data, showed superior prediction 
performance and high robustness when contrasted with individual model. The use of 
weight and bias updates through algorithms grounded in the average error of each deep 
learning architecture showed the potential to enhance accuracy. However, the extent of 
improvement was closely related to the selection of appropriate parameters, such as a 
number of ensemble, the number of hidden layers, and the configuration of neurons. In 
future research in this field, several key regions required attention. Ensemble method 
should be optimized by exploring various strategies to enhance the model performance. 
This included the use of heterogeneous ensemble methods or the amalgamation of different 
types of deep learning model. An exploration of the influence of different hyperparameters 
and architectural configurations on ensemble performance could yield valuable insights for 
model refinement. Furthermore, extending the application of Ensemble Deep Learning 
NARX system to augment the precision of earthquake prediction, potentially incorporating 
parameters, could significantly expand the research scope. The results and methodology 
presented in this research provide a foundation for future advancements in Ensemble Deep 
Learning NARX system and the potential applications in various fields. 
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