Pre- and Post-Depressive Detection using Deep Learning and Textual-based Features
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Abstract. The rise of mental disorders, specifically depression, has shown an upward trend, especially during the COVID-19 pandemic. Previous studies have suggested that it is feasible to learn the textual and behavioral features of a user to identify depression on social media. This paper highlights three new contributions, which are, firstly, to introduce Patient Health Questionnaire-9 (PHQ-9) as the survey-based method to complement the TWINT API to collect Twitter data. Secondly, it is to propose a Bidirectional Encoder Representations from Transformers (BERT)-based model, along with emoji decoding and PHQ-9-based lexicon features for predicting the likelihood that a user will exhibit depressive symptoms. The results are promising, achieving an F1 score of 0.98 on a baseline dataset and an F1 score of 0.90 on a benchmark dataset, outperforming previous researcher’s work of achieving a F1 score of 0.85 using solely textual features. Thirdly, previous researcher’s work focuses on differentiating between depressed and non-depressed users only, while this paper further separates the users in the depressive class into before (pre-) and after (post-) self-reported diagnosis, which can potentially be used to detect early symptoms of depression. It was found that the top TF-IDF scores of the post-depressive class contain more frequently negatively implied words compared to the pre-depressive class.
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1. Introduction

Researchers have highlighted that the cases of mental health disorders have increased during the COVID-19 pandemic (Fofana et al., 2020; Berawi, 2020). However, the continuous improvement in research on depression has helped to increase mental health literacy and change the public’s perception of the once highly stigmatized illness. People with symptoms related to depression are more willing to seek professional help when needed (Schomerus et al., 2012).

Existing research on depression seeks to understand the relationship between depression and lifestyles such as smoking (Park and Romer, 2007), neurological markers in patients with depressive symptoms (Fu et al., 2008), and gender differences among people with depressive symptoms (Piccinelli and Wilkinson, 2000). The advancement of big data analytics in healthcare has motivated many researchers to gather insights that can contribute to mental health literacy (Murdoch and Detsky, 2013). The study by Lin et al. (2016) shows that there is a positive linear relationship between
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depression and social media usage. The study suggests that as depression causes lower self-esteem, it encourages one to turn to social media for validation instead. Another interesting perspective is that people might get depression due to the feeling of guilt for spending too much time on social media rather than doing meaningful things, which leads to the linear trend shown in the study. Other related research on identifying predictive markers of depression has been done on various social media platforms due to user-generated content (Surjandari et al., 2019), including Instagram (Reece and Danforth, 2017), Facebook (De-Choudhury et al., 2014) and Twitter (Tsugawa et al., 2015).

In this paper, the terms predicting “depressive symptoms” and “predicting depression” will be used interchangeably. However, one must note that a machine learning model will not give a formal diagnosis, nor can the prediction replace a physical visit to a certified medical professional. This paper covers research motivation, contributions, related studies, the proposed framework, results, discussions, and a conclusion. Statements, declarations, and references can be found at the end of the paper.

2. Research Motivation and Contribution

The research motivations and contributions are described here. Firstly, for the clinical survey-based method, existing work relies on the Center for Epidemiologic Studies Depression Scale (CES-D) (Reece and Danforth, 2017; Tsugawa et al., 2015; De-Choudhury et al., 2014) rather than PHQ-9. Work by Milette et al. (2010) mentions that PHQ-9 produces similar reliability as compared to CES-D, albeit having only half the length of the CES-D. Therefore, in our study, we propose the use of PHQ-9 as the survey-based method to collect data other than the scraped method.

Secondly, we propose the use of a BERT-based model, along with emoji decoding and PHQ-9-based lexicon features, as the analytics method to predict the likelihood that a user exhibits depressive symptoms via Twitter. The lexicon features are symptom-wise terms that are derived from collected PHQ-9 survey feedback during the data collection.

Thirdly, we have further converted the dataset from a two-class dataset to a three-class dataset where the users in the depressive class are further divided into before (pre-) and after (post-) self-reported diagnosis.

3. Related Studies

3.1. Data Collection Methods

We can collect tweets using scraping tools (Poldi, 2019; Shrestha, 2018), clinical surveys (Guntuku et al., 2017), or just use the publicly available dataset. Saxena (2018) uses a symptom-wise lexicon as a list of keywords for extracting depressive-indicative tweets. However, the likelihood of false positives tends to be high. Another method is to use a phrase for Twitter API, such as “I’m/I was/I am/I’ve been diagnosed with depression” anywhere in their tweets (Shen et al., 2017; Coppersmith et al., 2015a). The way to construct the non-depressed dataset is simply to scrape data that does not contain the depression-indicative term at all in their tweets.

Analysis by Smarr and Keefar (2011) reveals that the PHQ-9, CES-D, Beck’s Depression Inventory-II (BDI-II), Hospital Anxiety and Depression Scale (HADS), and Geriatric Depression Scale (GDS) are good enough for measuring depressive symptoms of an adult. Although it can help to reach a more reliable audience, the number of responses collected is limited, and utilizing crowdsourcing platforms might incur additional costs to compensate participants. The Computational Linguistics and Clinical Psychology (CLPsych)
is an example of a publicly available dataset consisting of tweets related to depression that is collected using Twitter API (Coppersmith et al., 2015b).

3.2. Word Embedding Methods

Existing works (Saxena, 2018; Pedersen, 2015; De-Choudhury et al., 2014; Schwartz et al., 2014) use an n-gram approach to understanding patterns between words. Coppersmith et al. (2015a) use a single-word language model, in addition to using a character language model (CLM) in classifying mental illnesses in capturing semantics. It trains the three million tweets using Word2Vec and uses PHQ-9 to determine if a tweet is depression-indicative. Another popular word embedding method would be BERT, which it uses a bi-directional Long Short-Term Memory (LSTM) to generate word embeddings based on the contexts before and after each word. BERT uses masks. In each input, 15% of the words are masked (hidden), and the model is trained to predict the missing word(s).

In the work by De-Choudhury et al. (2014), a lexicon is built directly by scraping keywords from the “mental health” category from Yahoo! Answers and Wikipedia. The authors report a significantly higher usage of such lexicons when compared to non-depressed users (89% higher, p < 0.0001).

Other than textual features, Tsugawa et al. (2015) select features like the number of followers, number of followees, overall mention rate, tweet frequency, number of words, retweet rate and so on. Perhaps due to geographical differences, the posting frequency, number of followers, and number of followees are significantly different between depressives and non-depressives (De-Choudhury et al., 2014). However, the retweet rate and ratio of tweets containing URL appear to be significant in differentiating both groups of users.

3.3. Machine Learning Techniques to Predict Depressive Symptoms

Alharahsheh and Abdullah (2021) have applied a few machine learning techniques with hyperparameter tuning, namely Support Vector Machine (SVM), Logistic Regression, Decision Tree (DT), Random Forest (RF), and ensemble methods on tweets that are collected from a survey conducted by Busara Center in Kenya. The results reveal that RF, Ada Boosting, and Voting-Ensemble models with the highest F1 score (0.78) and accuracy (85%) are better techniques that can be used to predict users with depressive symptoms.

Bhargava (2021) combines two data sources, namely the Sentiment140 dataset and depressive tweets, that are collected using the TWINT API. The author has compared a Convolutional Neural Network (CNN) and a hybrid of CNN with LSTM. The results reveal that hybrid CNN-LSTM performs better than CNN. There are also works that reveal that DT provides the highest accuracy and lesser completion time compared to other chosen techniques (Tiwari et al., 2021; AlSagri and Ykhlef, 2020).

Chen and Sokolova (2021) focus on identifying depression posts from Reddit data, specifically text posts from ‘r/depression’. The performance of NB, SVM, XLNet, and BERT are compared, and it shows that BERT achieves the highest accuracy of 72%. Dinkel, Wu, and Yu (2019) propose a text-based multi-task BGRU network to detect depression from text transcripts consisting of clinical interviews to support the treatment for mental illness. The high F1 score of 0.84 indicates the viability of using a learning approach to detect depression.

Apriliani and Maharani (2023) have crawled the tweets belonging to 159 respondents to the Depression Anxiety Stress Scales (DASS-42) questionnaire. The scores from DASS-42 are calculated and used to label the respondents’ tweets. XL-Net and its hyper-parameter tuning effect on the tweets are analyzed. The average accuracy presented is 93.33%. Nurfadhila and Girsang (2023) collected 1424 tweets from Indonesia in the Indonesian
language between August and September 2021. Multinomial NB and SVM are two traditional machine learning techniques that are selected to be compared with CNN. The results reveal that both Multinomial NB and SVM are comparatively good choices of traditional machine learning algorithms but lose out to CNN, which produces the highest accuracy of 91.23%.

Work done by Vasha et al. (2023) focuses on analysing 10000 posts and comments from Facebook and YouTube. Six machine learning algorithms are chosen to be compared, namely RF, Logistic Regression (LR), DT, SVM, K Nearest Neighbour (KNN), and multinomial NB. Based on the precision rate and F1 score, SVM is identified to be the most suitable machine learning algorithm to build the best predictive model.

4. Proposed Framework

4.1. Baseline (Two-Class) Data Collection

A hybrid method of survey and self-scraped data is proposed for data collection to build the two-class dataset, which we label as a baseline dataset. PHQ-9 surveys are distributed among a crowd via a crowdsourcing platform. The participants are told that they must fulfill the following criteria:

- Twitter account must be active.
- They claim to have / have not suffered from depression (depending on samples).
- They are willing to share their data for this research.
- They have not participated in this research before.
- Their account should contain only English tweets.

For scraping public tweets, users are labeled as a depressive class if they follow the strict pattern of “(I’m/ I am/ I was/ I’ve been/ I have been) diagnosed (with) (clinical/severe) depression.” For the non-depressive class, we adopted the negatively labeled dataset from Shen et al. (2017) and re-scraped 250 randomly selected users’ tweets using TWINT API to get their latest status. Table 1 shows the landscape of the baseline dataset. It contains only tweets and its class (which is the label).

<table>
<thead>
<tr>
<th>Method</th>
<th>Class</th>
<th>Total Users</th>
<th>Total Tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survey (PHQ-9)</td>
<td>Depressive</td>
<td>15</td>
<td>&gt;160000</td>
</tr>
<tr>
<td>Scrapped</td>
<td>Depressive</td>
<td>235</td>
<td>&gt;2.5 million</td>
</tr>
<tr>
<td>Scrapped (from benchmark)</td>
<td>Non-depressive</td>
<td>250</td>
<td>&gt;1 million</td>
</tr>
</tbody>
</table>

4.2. Data Pre-processing

4.2.1. Data pre-processing on baseline dataset

The baseline dataset is manually reviewed to remove accounts that are irrelevant to research, and Twitter accounts with fewer than 5 tweets. Participants with a PHQ-9 score of < 10 will be labeled as non-depressive, and those with ≥ 10 will be labeled otherwise. For the depressive class, the user ID of each qualified user will be used to scrape all tweets of the user and merge them with the scraped data of the depressive class. All the collected tweets undergo the following data pre-processing steps of emoji decoding and spellchecking.

4.2.2. Transforming baseline dataset to three-class dataset

The baseline dataset from users in the depressive class is further separated into before (pre-) and after (post-) self-reported diagnosis, namely pre-depressive and post-
depressive, by scanning the tweets for the earliest self-reported diagnosis that fulfills the keywords that are used for scraping. No changes are made to the non-depressive data.

4.3. Exploratory Data Analysis

In this step, analysis such as lexicon analysis, TF-IDF, syntactical structure, and n-grams analysis are performed to find patterns among users within the baseline dataset in the hope of finding features to build the model for prediction.

4.4. Neural Modeling

BERT is chosen as a predictive modeling technique. The rationale for choosing BERT stems from works on predicting depression on Reddit (Chen and Sokolova, 2021) and on an interview text transcript (Dinkel, Wu, and Yu, 2019). Both works produce remarkable results from using BERT, and this research further shows that BERT is outstanding for this Natural Language Processing (NLP) task.

Once the BERT architecture has been set up, an ablation study is conducted where BERT, BERT with emoji decoding, and BERT with emoji decoding, and the lexicon frequencies are passed as an additional input to the decoder for the BERT architecture are applied to three types of datasets which are the baseline dataset, three-class dataset and a benchmark dataset that is available from another research (Shen et al., 2017).

5. Results and Discussions

Exploratory data analysis and neural model have been carried out to examine how the writing styles can be used in identifying depressive symptoms.

5.1. PHQ-9 Lexicon Analysis

Based on the ten questions in PHQ-9, we extracted words indicating depressive symptoms, such as 'hopeless,' 'tired,' and 'failure.' These seed words were then augmented by identifying their synonyms through Thesaurus.com. In total, we constructed a lexicon comprising 86 words.

Each matched lexicon from a tweet is called a “hit”. It is observable that the depressive-labeled users include depressive terms in 0.6% of the tweets, whereas non-depressive labeled users include them in only 0.4%. The results of the analysis suggest that using a lexicon constructed from PHQ-9 may be an important feature in detecting depression.

5.2. Term Frequency – Inverse Document Frequency (TF-IDF)

TF-IDF scores show the importance of the words within documents. All tweets are parsed through Porter Stemmer prior to the TF-IDF measurement. Stemming is a process of reducing a word’s linguistics morphology into its root form. Table 2 illustrates the list of words with the highest TF-IDF scores in the respective group for the two-class dataset.

<table>
<thead>
<tr>
<th>Group</th>
<th>Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depressive</td>
<td>keep, bad, even, touch, thank, sever, wrong, mostli, hate, free, beauti, mood, blue, style, jesu, poor, tire, hair, cours, choic, amen, straight, stuck, option, chicago, ugh, fast, aww, yup, omg, gross, curiousca</td>
</tr>
<tr>
<td>Non-depressive</td>
<td>Manag, update, said, good, mr, date, singl, true, everybodi, mouth, light, help, sorri, china, chill favorit, present, absolut, okay, forgot</td>
</tr>
</tbody>
</table>

Non-depressive group does not display clear and significant cliques. However, it is obvious in the depressive group such as words indicating negative emotions, such as “bad”, “severe”, “wrong”, “hate”, “mood”, “blue”, “poor”, “tire”, “stuck”, “gross”, and religion indicative terms such as “jesus” and “amen”.


Table 3 illustrates the list of words with the highest TF-IDF scores in depressive groups for three-class dataset. The list of words with the highest TF-IDF scores in non-depressive groups is the same as in Table 2.

Table 3 Words with highest TF-IDF scores for three-class dataset

<table>
<thead>
<tr>
<th>Group</th>
<th>Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-depressive</td>
<td>really, petxp, fc3gt, 15, ku, stupid, ask, sweet, run, girls, moofo, chris, gender, eye, choice, gun, pizza, status, must</td>
</tr>
<tr>
<td>Post-depressive</td>
<td>Christmas, curiouscat, reading, hell, petxp, scared, cis, lilyluchesi, evil, voice, sleep, lost, deserve, series, lots, coming, bill, fan, rock, type</td>
</tr>
</tbody>
</table>

It is observable that significantly fewer negatively implied words are used in the pre-depressive group as compared to the post-depressive group. Depressed patients are more likely to have frequent melancholic mode, explaining why they include more depressed terms in their tweets.

5.3. Syntactical Structure

All tweets are pre-processed (lowercase normalization, emoji replacement, and spelling corrections) prior to performing the part-of-speech (POS) tagging. Table 4 summarizes the most used words in the mentioned THREE tags of NOUN, VERB, and ADJECTIVE in respective groups.

Table 4 Top usage of POS tag by group

<table>
<thead>
<tr>
<th>POS Tag</th>
<th>Group</th>
<th>Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOUN</td>
<td>Depressive</td>
<td>time, day, life, today, someone, depression, way, it, thing, everyone, something, lol, year, video, night</td>
</tr>
<tr>
<td></td>
<td>Non-Depressive</td>
<td>time, video, gt, day, year, life, man, lol, way, today, thing, it, shit, pa, love, something, girl</td>
</tr>
<tr>
<td>VERB</td>
<td>Depressive</td>
<td>be, get, do, have, go, know, see, make, love, take, follow, help, feel, say, want, give, let, think, tell</td>
</tr>
<tr>
<td></td>
<td>Non-Depressive</td>
<td>be, get, do, have, go, know, make, see, take, let, say, love, give, tell, think, stop, want, keep, feel</td>
</tr>
<tr>
<td>ADJECTIVE</td>
<td>Depressive</td>
<td>good, new, much, u, i, happy, last, bad, other, great, same, first, many, little, real, old, mental</td>
</tr>
<tr>
<td></td>
<td>Non-Depressive</td>
<td>good, i, u, much, happy, last, other, same, bad, first, real, great, many, ur, little, next, sure, old, own</td>
</tr>
</tbody>
</table>

The most significant difference is the NOUN tag. The depressive group uses more arbitrary references and determiners like “someone”, “everyone,” or “something”. Possibly because users with depressive symptoms tend to report poorer concentration and memory and, therefore, cannot recall the subjects precisely (Zuckerman et al., 2018).

As for the VERB and ADJECTIVE tags, depressives tend to express themselves more. A significant difference is observed in the words “help” and “mental” as patients with major depression are more likely to open their self on the Internet (Ybarra, Alexander, and Mitchell, 2005).

5.4. N-grams

We have experimented using different N values i.e.: N = {1, 2, 3}, and bigram with N = 2 shows a significant difference between the two classes. Table 5 shows the most used bigram.
Table 5: Bigram distribution

<table>
<thead>
<tr>
<th>Bigram</th>
<th>Normalized Frequency</th>
<th>Bigram</th>
<th>Normalized Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>I was</td>
<td>0.12</td>
<td>I want</td>
<td>0.09</td>
</tr>
<tr>
<td>I think</td>
<td>0.10</td>
<td>I love</td>
<td>0.08</td>
</tr>
<tr>
<td>I love</td>
<td>0.08</td>
<td>I was</td>
<td>0.07</td>
</tr>
<tr>
<td>I know</td>
<td>0.07</td>
<td>Werewolf</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Users in the depressive group tend to use words that relate to their feelings, like “I think”, whereas users in the non-depressive group tend to use words that relate to expressing their opinions, like “I want”. This gives an indicator to further investigate feelings-related words/phrases for the depressive group.

5.5. Neural Modelling Results

As described in Section 4.4, an ablation study is conducted, and the performance of each architecture model on datasets is studied, as shown in Table 6.

Table 6: Results on different architecture models on baseline (Two-class) and Three-class datasets

<table>
<thead>
<tr>
<th>No</th>
<th>Dataset</th>
<th>Architecture</th>
<th>F1 score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Baseline (Two-Class dataset)</td>
<td>BERT</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>2</td>
<td>Baseline (Two-Class dataset)</td>
<td>BERT + emoji</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>3</td>
<td>Baseline (Two-Class dataset)</td>
<td>BERT + emoji + lexicon</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>4</td>
<td>3-class dataset</td>
<td>BERT</td>
<td>0.73</td>
<td>0.72</td>
</tr>
<tr>
<td>5</td>
<td>3-class dataset</td>
<td>BERT + emoji</td>
<td>0.75</td>
<td>0.76</td>
</tr>
<tr>
<td>6</td>
<td>3-class dataset</td>
<td>BERT + emoji + lexicon</td>
<td>0.76</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Having additional lexicon features has not recorded an improvement in F1 score for the baseline dataset. However, it improves when applied to a three-class dataset. Overall, this proves that the ability of a model to capture detailed data representation allows the model to learn and thus perform better.

To verify the effectiveness of the architecture models, we have also applied the architecture models to a dataset that is used in work by Shen et al. (2017), which we labeled as a benchmark, which is a two-class dataset. We adopt and customize the benchmark dataset to suit our ablation, as in Table 7.

Table 7: Results on different architectures

<table>
<thead>
<tr>
<th>No</th>
<th>Dataset</th>
<th>Architecture</th>
<th>F1 score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Benchmark</td>
<td>BERT</td>
<td>0.87</td>
<td>0.84</td>
</tr>
<tr>
<td>2</td>
<td>Benchmark</td>
<td>BERT + emoji</td>
<td>0.88</td>
<td>0.84</td>
</tr>
<tr>
<td>3</td>
<td>Benchmark</td>
<td>BERT + emoji + lexicon</td>
<td>0.90</td>
<td>0.87</td>
</tr>
</tbody>
</table>

BERT, with emoji decoding and lexicon features, has proven to be better, with an F1 score of 0.90 and an accuracy score of 0.87. After experimenting with various token lengths, we found that a length of 256 tokens works best in this case.

In general, BERT-based architecture models have reported high F1 scores when these models were applied to baseline, three-class, and benchmark datasets. By pre-training BERT on masked language modeling and next sentence prediction, BERT has a much deeper understanding of the context of each token, which makes it more powerful in recognizing the linguistic features of tweets when compared to older embedding methods like Word2Vec or GloVe.

6. Conclusions

In this paper, a method to predict users with depressive symptoms on Twitter that use
a BERT-based model with emoji decoding along with our lexicon-based handcrafted feature is proposed. We have demonstrated that by using only textual features, we can achieve outstanding results and outperform a model that is built using linguistic features. We also briefly describe a plan to convert a two-class dataset to a three-class dataset. Our study shows that it is indeed possible to distinguish between “pre-depressive” and “post-depressive” groups. However, the process of finding the differences is significantly harder because we rely on self-reported diagnosis. This means a patient might have already been diagnosed before or after they posted the tweets. Future researchers should take note of the methodologies used, especially when they collect data, to ensure that the cut-off line is more accurate. As for application, the trained model can be integrated as part of social media platforms/tools whereby the model can analyze user inputs and provide an indication of potential depression based on learned patterns and characteristics. Future work may include non-textual features in this deep learning model for possibly better performance.
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