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Abstract. This paper addresses a batch scheduling problem for a three-stage hybrid flowshop 
consisting of a machining stage processing common and unique components on unrelated parallel 
machines, an assembly stage combining the components into assembled products with complex 
assembly structures, and a differentiation stage processing the assembled products on dedicated 
machines to produce different product types. The common components are the same for all 
products and are processed in batches, while the unique components are dedicated to respective 
given product types and are processed individually (one-by-one component). The goal is to schedule 
all the products with different assembly structures to minimize total actual flow time (TAFT) 
defined as total time interval of components to be processed from their arrival times to their 
common due date. A non-linear programming model is proposed, where small size problems can be 
solved optimally using the LINGO software, and large size problems is to be solved using a heuristic 
algorithm. The proposed algorithm consists of two sub-algorithms. The first one is constructed 
using a shortest processing time (SPT) based heuristic to get a job sequence as an initial solution 
and the second one is to improve the initial solution using the variable neighbourhood descent 
(VND) method with neighbourhood insert and swap move operators. In solving the problem with 
the algorithm, two scenarios arise, e.g., the same and the different sequences for all stages. A set of 
hypothetical data is generated for different hierarchical assembly structures to test the model and 
the algorithm, and the results show that the different sequences for all stages obtain solutions with 
better performances than the same ones. 
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1. Introduction 

This paper deals with a three-stage hybrid flowshop consisting of machining, assembly, 
and differentiation stages. The following pieces of research also describe the three-stage 
flowshops in different perspectives. Babayan and He (2004) and Utama et al. (2019) have 
studied the stages consisting of all machining processes, Maleki-Darounkolaei et al. (2012) 
and Komaki et al. (2017) have considered the three-stage flowshop as machining, 
transportation, and assembly stages, Futatsuishi et al. (2002) have dealt with the flowshop 
where the stages consist of assembly, differentiation, and packaging stages, and Xiong et al. 
(2015) have addressed the machining, assembly, and differentiation stages. In the 
mentioned studies, the systems adopt a forward job scheduling approach and consider only 
a single assembly operation,  but  there are  practical  cases  where  the  approach  adopted
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should be a backward scheduling and the assembly is with complex structures. In addition, 
it can be noted that all the above papers deal only with job processing at the machining 
stage; however, in practical situations, there are cases where the process can be conducted 
in batches for components with the same type. This paper considers a backward scheduling 
approach for a three-stage hybrid flowshop consisting of machining, assembly, and 
differentiation stages where the assembly is with complex structures and the process can 
be conducted in batches.   

Hwang et al. (2014) explains that the common component is one that can be found in 
all product types, and can be processed in batches sharing the same setup time, while the 
unique component is one with a one-by-one processes as dedicated to a given product type. 
The time when the components are assembled is synchronized according to a particular 
hierarchical assembly structure of the products. Komaki et al. (2018) point out that an 
assembly structure is considered complex when it has more than one assembly operation 
in at least one assembly level. Maulidya et al. (2018) have developed research for the case 
of unique and common components but ignoring the assembly structure of products. It can 
be observed that the practical situation of platen and assembly roller (spare parts of a 
printer) production applies different assembly structures processed in the same shop floor, 
and there is a CNC machine that can process both a unique shaft and a common bushing for 
platen types, and then the first assembly operation can be conducted for both components. 
This is the reason for this research to be conducted.  

Furthermore, Cheng et al. (2009) and Xiong et al. (2015) have discussed a final process, 
one that occurs after the assembly stage, for producing different product types conducted 
at the so-called differentiation stage. The output products can be different in colors as a 
result of the painting machines (Xiong et al., 2015), and they can also be different in sizes 
as a result of the cutting machines (Lin and Liao, 2003). These studies applied job 
processing but in practical situations, there are cases where a differentiation stage is 
conducted in batches because each dedicated machine only processes the same product 
type. Huang and Lin (2013) have applied a batch scheduling problem at the differentiation 
stage, but this is only for a two-stage differentiation flowshop.  

This research aims to develop a scheduling model considering production of unique 
and common components with a complex assembly structure of products and apply batch 
scheduling to the differentiation stage. This paper uses the objective of minimizing total 
actual flow time (TAFT) instead of the traditional criteria, let say, completion time (see 
Thawongklang and Tanwanichkul, 2016), flow time (see Xiong et al., 2015), and makespan 
(see Natesan and Chokkalingam, 2019). The total actual flow time is defined as the time 
interval from the arrival times of components to be processed to their product common due 
date, and this objective ensures that all finished product can be completed at their due date 
(Halim et al., 1994b). This paper proposes a non-linear programming model for a three-
stage flowshop processing unique and common components with hierarchical assembly 
structures and an algorithm to solve the model. The proposed algorithm adopts the VND 
method to improve an initial solution obtained by applying the SPT rule. The VND is a 
metaheuristic for solving combinatorial and global optimization problems where the 
neighborhoods are searched in a systematic manner, known as a steepest descent heuristic 
to get better solutions (Vanchipura et al., 2014). This paper is organized as follows: Section 
2 discusses the model formulation, Section 3 discusses the proposed algorithm, Section 4 
discusses the numerical experiences, and Section 5 discusses the conclusion. 
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2. Methods 

2.1.  Problem Definition 
There are n different jobs to be processed in three stages, namely machining, assembly, 

and differentiationstages. All jobs belong to a disjoint set of jobs of 𝑁1 = {𝐽1, 𝐽2, … , 𝐽𝑁1
} to 

𝑁ℎ = {𝐽𝑁1+1, 𝐽𝑁1+2, … , 𝐽𝑁ℎ
} . Each job 𝐽𝑖  (Figure 1) has k common ( 𝐽𝑖,𝑘 ) and k unique 

components (𝐽𝑖,𝑘) to be processed on k different machines (unrelated) in parallel M1,k at the 

machining stage. A pair of a unique and a common component from a machine M1,k is 
assembled following a precedence network of the product (Figure 2) that represents the 
hierarchical assembly structure from the lowest Level o of the sub-assembled parts to Level 
1 as the final assembly level for a product. The assembly stage consists of m2 levels, each 
with a machines, M2,o,l. After a job is assembled, the final process is held on machine M3,h at 
the differentiation stage where 𝐽𝑖  belongs to type h. Figure 3 shows the system represented. 
In this paper, a model formulation and solution method are discussed to schedule all the 
jobs where the unique components are processed individually, and the common 
components are processed in batches with a setup time for each batch. The assembly 
operation of the jobs is conducted based on a precedence network. Finally, jobs are grouped 
into batches to be processed on the dedicated machines. The assumptions are as follows: 
all processing jobs are finished at their common due date, each machine can process at most 
one job at a time, and each job can be processed on at most one machine at a time. 
Furthermore, each batch is only for jobs of the same product type, and setup is conducted 
before the batch arrives at the machine. In addition, there are no pre-emptions allowed 
when a batch and a job are processed, and any additional processes between the assembly 
stage are neglected.  

 

Figure 1 The processing of components at the machining stage 

 

 

Figure 2 Assembly operation 
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Figure 3 The three-stage hybrid flowshop system 

2.2.  Formulation 
The notation in this paper is as follows. 

Indices 
j : index of jobs, j=1, 2…n 
i : index of job positions, i=1, 2…n 
u : index of batches, u=1, 2…v 
c : index of position for unique jobs and common batches position, c=1,2…γ 
m : index of stages, the machining (m1), the assembly (m2) and the differentiation (m3) stages 
k : index of machines at the machining stage processing common and unique components,  k=1.., 

m1 
o,o’:  index of level operation M2,o,l at the assembly stage, o=1.., m2 
l,l’ : index of machines M2,o,l at the assembly stage, l=1.., a 
h : index of machines in the differentiation stage (M3,h) that refers to a product type, h=1.., m3 

Parameters  
n : number of jobs to be processed 
𝑣𝑚  : number of batches for stage m 
d : common due date 
sh :  setup time for processing type h jobs 

𝑝𝑗,𝑘
(1𝑢)

 : the processing time of unique component in the machining stage 

𝑝𝑗,𝑘
(1𝑐)

 : the processing time of common component in the machining stage 

𝑝𝑗,𝑜,𝑙
(2)

 : the processing time of assembly in machine M2,o,l in the assembly stage 

𝑝𝑗,ℎ
(3)

 : the processing time in machine M3,h at the differentiation stage  

Φ  : a large number 

𝑟𝑗,𝑜′ ,𝑙′,𝑜,𝑙
2 : precedence network of job j from level 𝑜′ and machine 𝑙′ to level o and machine l 

Decision variables 

𝑋𝑗[𝑖𝑚]
(𝑚)

 : binary variable to assign job j to position im at stage m 

𝑊𝑗[𝑢𝑚]
(𝑚)

 : binary variable to assign job j to batch um at stage m 

𝑌[𝑢𝑚],ℎ
(𝑚)

 : binary variable to assign batch um to type h at stage m 

𝑄[𝑢𝑚]
(𝑚)

 : batch size 𝑢𝑚  at stage m 

𝑈𝑃[𝑐][𝑖1] : binary variable to assign position i1 to new position c at stage m 

𝐶𝑃[𝑐][𝑢1] : binary variable to assign batch u1 to new position c at stage m 

𝐵[𝑖1],𝑘
(1)

, 𝐵[𝑢1],𝑘
(1)

, 𝐵[𝑖2],𝑜,𝑙
(2)

, 𝐵[𝑢3],ℎ
(3)

  : starting time for certain conditions 
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The complete formulation for the model is as follows: 

Min 𝑇𝐴𝐹𝑇 = ∑ (𝑑 − min
𝑘≤𝑚1

(𝐵[𝑖1],𝑘
(1)

))𝑛
𝑖1=1 + ∑ (𝑑 − min

𝑘≤𝑚1

(𝐵[𝑢1],𝑘
(1)

)) . 𝑄[𝑢1]
(1)

;
𝑣1
𝑢1=1   ∀𝑖1, 𝑢1 , 𝑘. (1) 

Subject to: 

𝐵[𝑢3],ℎ
(3)

= 𝑌[𝑢3],ℎ
(3) (𝑑 − ∑ (𝑌[𝑧3],ℎ

(3) ∑ (𝑊𝑗[𝑧3]
(3)

. 𝑝𝑗,ℎ
(3)

)𝑛
𝑗=1 )𝑢3

𝑧3=1 − (∑ 𝑌[𝑧3],ℎ
(3)

− 1
𝑢3
𝑧3=1 ) 𝑆ℎ); 

𝑧3 ≤ 𝑢3; ∀𝑢3 , ℎ  (2) 

𝐵[𝑖2],1,𝑙
(2)

+ ∑ (𝑋𝑗[𝑖2]
(2)

. 𝑝𝑗,1,𝑙
(2)

)𝑛
𝑗=1 ≤  ∑ (𝐵[𝑢3],ℎ

(3) ∑ (𝑋𝑗[𝑖2]
(2)

. 𝑊𝑗[𝑢3]
(3)

 )𝑛
𝑗=1 ) + (1 −

𝑚3
ℎ=1

∑ (𝑋𝑗[𝑖2]
(2)

. 𝑊𝑗[𝑢3]
(3)

. 𝐴𝑗,1,𝑙
(2)

 )𝑛
𝑗=1 ) . Φ; ∀𝑙, 𝑖2, 𝑢3   (3) 

𝐵
[𝑖2],𝑜′,𝑙′
(2)

+ ∑ (𝑋𝑗[𝑖2]
(2)

. 𝑝
𝑗,𝑜′,𝑙′
(2)

)𝑛
𝑗=1 ≤ 𝐵[𝑖2],𝑜,𝑙

(2)
+ (1 − ∑ (𝑋𝑗[𝑖2]

(2)
. 𝑟𝑗,𝑜′,𝑙′,𝑜,𝑙

2 )𝑛
𝑗=1 ) Φ; 𝑜′ > 𝑜; ∀𝑙, 𝑖2, 𝑜  (4) 

𝐵[𝑧2],𝑜,𝑙
(2)

+ ∑ (𝑋𝑗[𝑧2]
(2)

. 𝑝𝑗,𝑜,𝑙
(2)

)𝑛
𝑗=1 ≤ 𝐵[𝑖2],𝑜,𝑙

(2)
+ (2 − ∑ (𝑋𝑗[𝑧2]

(2)
. 𝐴𝑗,𝑜,𝑙

(2)
)𝑛

𝑗=1 −

∑ (𝑋𝑗[𝑖2]
(2)

. 𝐴𝑗,𝑜,𝑙
(2)

)𝑛
𝑗=1 ) Φ; 

 𝑖2 < 𝑛, 𝑧2 > 𝑖2, ∀𝑖2, 𝑜, 𝑙 (5) 

𝐵[𝑖1],𝑘
(1)

+ ∑ (𝑋𝑗[𝑖1]
(1)

. 𝑝𝑗,𝑘
(1𝑢)

)𝑛
𝑗=1 ≤ (𝐵[𝑖2],𝑜,𝑘

(2)
. ∑ (𝑋𝑗[𝑖1]

(1)
. 𝑋𝑗[𝑖2]

(2)
)𝑛

𝑗=1  ) + Φ (1 −

∑ (𝑋𝑗[𝑖1]
(1)

. 𝑋𝑗[𝑖2]
(2)

. 𝐴𝑗,𝑜,𝑙
(2)

)𝑛
𝑗=1 ) ; ∀𝑖1, 𝑘, 𝑜, 𝑙  (6) 

𝐵[𝑢1],𝑘
(1)

+ ∑ (𝑊𝑗[𝑢1]
(1)

. 𝑝𝑗,𝑘
(1𝑐)

)𝑛
𝑗=1 ≤ (𝐵[𝑖2],𝑜,𝑘

(2)
. ∑ (𝑊𝑗[𝑢1]

(1)
. 𝑋𝑗[𝑖2]

(2)
)𝑛

𝑗=1 ) + (1 −

(∑ (𝑊𝑗[𝑢1]
(1)

. 𝑋𝑗[𝑖2]
(2)

. 𝐴𝑗,𝑜,𝑙
(2)

)𝑛
𝑗=1 )) Φ; ∀𝑖2, 𝑢1, 𝑘, 𝑜, 𝑙  (7) 

∑ (𝑈𝑃[𝑐+1],[𝑖1]. (𝐵[𝑖1],𝑘
(1)

+ ∑ (𝑋𝑗[𝑖1]
(1)

. 𝑝𝑗,𝑘
(1𝑢)

)𝑛
𝑗=1 ))𝑛

𝑖1=1 + ∑ (𝐶𝑃[𝑐+1],[𝑢1]. (𝐵[𝑢1],𝑘
(1)

+
𝑣1
𝑢1=1

∑ (𝑊𝑗[𝑢1]
(1)

. 𝑝𝑗,𝑘
(1𝑐)

)𝑛
𝑗=1 )) ≤ ∑ (𝑈𝑃[𝑐],[𝑖1]. (𝐵[𝑖1],𝑘

(1)
))𝑛

𝑖1=1 + ∑ (𝐶𝑃[𝑐],[𝑢1]. (𝐵[𝑢1],𝑘
(1)

−
𝑣1
𝑢1=1

∑ 𝑌[𝑢1],ℎ
(1)

. 𝑆ℎ
𝑚3
ℎ=1 ))  𝑐 < 𝛾;  ∀𝑘 (8) 

𝐴𝑗,ℎ = {
1,    if   𝑝𝑗,ℎ

(3)
> 0

0,    if   𝑝𝑗,ℎ
(3)

= 0
                    ∀𝑗, ℎ (9) 

𝐴𝑗,𝑜,𝑙
(2)

= {
1,    if   𝑝𝑗,𝑜,𝑙

(2)
> 0

0,    if   𝑝𝑗,𝑜,𝑙
(2)

= 0
                 ∀𝑗, 𝑜, 𝑙 (10) 

∑ 𝑋𝑗[𝑖𝑚]
(𝑚)𝑛

𝑗=1 = 1;  𝑚 = 1,2; ∀𝑖𝑚 (11) 

∑ 𝑋𝑗[𝑖𝑚]
(𝑚)𝑛

𝑖𝑚=1 = 1;  𝑚 = 1,2; ∀𝑗 (12) 

∑ 𝑈𝑃[𝑐][𝑖1]
𝛾
𝑐=1 = 1;   ∀𝑖1, 𝑐 (13) 

∑ 𝐶𝑃[𝑐][𝑢1]
𝛾
𝑐=1 = 1; ∀𝑢1, 𝑐  (14) 

∑ 𝑈𝑃[𝑐][𝑖1]
𝑛
𝑖1=1 + ∑ 𝐶𝑃[𝑐][𝑢1]

𝑣
𝑢1=1 = 1; ∀𝑐  (15) 

∑ ∑ (𝑄[𝑢𝑚]
(𝑚)

. 𝑌[𝑢𝑚],ℎ
(𝑚) )𝛾𝑚

𝑢𝑚=1
𝑚3
ℎ=1 = 𝑛; 𝑚 = 1,3; ∀ℎ (16) 

∑ (𝑊𝑗[𝑢𝑚]
(𝑚)

. 𝑌[𝑢𝑚],ℎ
(𝑚) )𝛾𝑚

𝑢𝑚=1 = 𝐴𝑗,ℎ; 𝑚 = 1,3; ∀𝑗, ℎ (17) 

∑ 𝑊𝑗[𝑢𝑚]
(𝑚)𝑛

𝑗=1 = 𝑄[𝑢𝑚]
(𝑚)

; 𝑚 = 1,3; ∀𝑢𝑚 (18) 
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∑ 𝑌[𝑢𝑚],ℎ
(𝑚)𝑚3

ℎ=1 = 1;  𝑚 = 1,3; ∀𝑢𝑚 (19) 

∑ 𝑊𝑗[𝑢𝑚]
(𝑚)𝛾𝑚

𝑢𝑚=1 = 1; 𝑚 = 1,3; ∀𝑗 (20) 

𝑄[𝑢𝑚]
(𝑚)

> 0; 𝑚 = 1,3; ∀𝑢𝑚 (21) 

𝑋𝑗[𝑖𝑚]
(𝑚)

, 𝑈𝑃[𝑐][𝑖1], 𝐶𝑃[𝑐][𝑢1], 𝑊𝑗[𝑢𝑚]
(𝑚)

, 𝑌[𝑢𝑚],ℎ
(𝑚)

∈ {0,1}  (22) 

𝐵[𝑖1],𝑘
(1)

, 𝐵[𝑢1],𝑘
(1)

,  𝐵[𝑖2],𝑜,𝑙
(2)

, 𝐵[𝑢3],ℎ
(3)

≥ 0  (23) 

 
The objective function in Equation 1 is to minimize the total actual flow time that 

consists of the actual flow time of jobs of unique components and the actual flow time of 
batches of common components. Equation 2 explains the starting time of batch 𝑢3 at the 
differentiation stage assigned from the due date. Equation 3 defines the starting time of the 
assembly stage level 1 from the differentiation stage. Equation 4 defines the starting time 

of the assembly stage level o using the precedence 𝑟𝑗,𝑜′,𝑙′,𝑜,𝑙
2 . Equation 5 ensures that there is 

no overlapping in processing the jobs. Equations 6 and 7 show the connection between the 
lower level of the assembly stage and the job or the batch in the machining stage. Equation 
8 ensures that the processing of jobs and batches are arranged by position c. Equation 9 is 
the binary variable that shows job j is processed on machine h. Equation 10 describes the 
binary variable for the precedence network defined from the processing time at the 
assembly stage. Equations 11 and 12 explain that a job can only be processed on one 
machine, and a machine can process only one job. Equations 13 to 15 arrange the position 
of job and batch into position c. Equations 16 to 18 describe the material balance for the 
batch. Equations 19 and 20 describe that a job only belongs to a batch, and the batch is for 
a specific product type. Equation 21 ensures a batch cannot be zero.  
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Figure 4 The alternative assembly levels for 𝑚1 = 3 (a, b, c); the combining network (d); a 
representation of the combined network (e); and the general assembly structure (f) 

 

The objective of total actual flow time for processing unique and common components 
has been formulated by Maulidya et al. (2018). The assembly stage consists of assembly 
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levels built from the possible alternatives of assembling the components, such as a single 
assembly operation on M2,1,1 (Figure 4a), a two-level assembly operation (Figure 4b), and a 
three-level assembly operation (Figure 4c). These assembly levels are generated from the 
number of machines in the machining stage, 𝑚1= 3. In generating an assembly structure, all 
assembly operations are combined into a network with a dummy as an end node (Figure 
4d), then the operations are merged with the same machine (Figure 4e). This results in a 
general assembly structure for the assembly stage without using any dummy (Figure 4f).  

A precedence network of 𝑟
𝑗,𝑜′,𝑙′,𝑜,𝑙

(2)
 is generated to represent the assembly structure 

illustrated in Figure 2 for 𝑚2= 2 and a = 2. Let 𝑜′ and 𝑙′ be the respective successors for the 
assembly level and the assembly machine of each level. For j = 1 (Table 1), the network of 
M2,2,1  M2,1,1 is shown in o’ = 2, l’ = 1  o = 1, l = 1 and the network of M2,2,2  M2,1,1 is 

shown in o’ = 2, l’ = 2  o = 1, l = 1. The 𝑟
𝑗,𝑜′,𝑙′ ,𝑜,𝑙

(2)
 for each network is equal to 1 to represent 

the matrix relation between o’, l’ and o, l. 
 

Table 1 The precedence network for the first job (j=1) to define 𝑟
𝑗,𝑜′,𝑙′ ,𝑜,𝑙

(2)
 

j 𝑜′ 𝑙′ o l 𝑟
1,𝑜′,𝑙′,𝑜,𝑙

(2)
 j 𝑜′ 𝑙′ o l 𝑟

1,𝑜′,𝑙′,𝑜,𝑙

(2)
 j 𝑜′ 𝑙′ o l 𝑟

1,𝑜′,𝑙′,𝑜,𝑙

(2)
 j 𝑜′ 𝑙′ o l 𝑟

1,𝑜′,𝑙′,𝑜,𝑙

(2)
 

1 1 1 1 1 0 1 1 2 1 1 0 1 2 1 1 1 1 1 2 2 1 1 1 
1 1 1 1 2 0 1 1 2 1 2 0 1 2 1 1 2 0 1 2 2 1 2 0 
1 1 1 2 1 0 1 1 2 2 1 0 1 2 1 2 1 0 1 2 2 2 1 0 
1 1 1 2 2 0 1 1 2 2 2 0 1 2 1 2 2 0 1 2 2 2 2 0 

2.3. Algorithm 
The proposed algorithm begins with a construct algorithm using a SPT-based heuristic 

to generate job sequences for an initial solution. Inspired by the benefits of the SPT-based 
heuristic for the backward approach in Halim et al. (1994a), a SPT-based heuristic is 
proposed for the represented system. The procedure of the SPT-based heuristic is as 
follows: 
Step 1:  Generate job sequences in increasing order of the processing times of each stage 

(different sequences scenario): the first stage is taken by the maximum processing 
time of unique component, common component, and all components for each job, 
the second stage is taken by the maximum processing time of all levels for each job, 
and the third stage by the maximum processing time for each job. The same 
sequence scenario for all stages is taken by the cumulative processing time of the 
first and the second stages, the second and the third stages, and then all three 
stages, respectively.   

Step 2:  Calculate TAFT value and select the job sequence using the minimum TAFT.  

The decoding process is held whenever there is a job sequence. The decoding (Figure 
5a) consists of generating a batch sequence and a job-and-batch sequence. To generate a 
batch sequence, the number of batches (v) is determined and the batch size ( 𝑄[𝑢] ) is 

calculated following the study by Halim et al. (1994a). In generating a batch sequence, a set 
of jobs is placed in batches, respectively; the first job will set the batch type and the next job 
is placed after the first job only if the product type is matched, and the batch sizes are not 
exceeded. If a job does not match a batch type, then that job moves to another batch. After 
all the batches are set, then the batch sequence is obtained. Next, the illustration in Figure 
5a generates a job and batch sequence that represents the process of unique and common 
components. The input is the job sequence and the batch sequence. The rules for generating 
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the sequence are: the unique component (a job) is scheduled first followed by the common 
components (a batch), and a batch is placed in the sequence after all members similar to 
jobs are assigned in the sequence. The proposed scenarios are the same sequence for all 
stages and the different sequences for each stage. Furthermore, a VND procedure (Figure 
5b) is proposed to improve the initial solution in a deterministic way using an operator of 
the insert move (k = 1) and swap move (k = 2). The insert move is a process of inserting a 
selected position into another possible position along the solution x. The swap move is a 
process of exchanging two positions in the solution x.  

 

 

The procedure of VND  

𝑥𝑜 ← 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛  

Decoding  

𝑥′ ← 𝑥𝑜  

𝑓(𝑥′) ← 𝑓(𝑥𝑜)  

Do  

𝑘 ← 1  

𝑥" ← 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟(𝑘, 𝑥′)  

Decoding  

If 𝑓(𝑥") < 𝑓(𝑥′) 

𝑥′ ← 𝑓(𝑥")  

𝑘 ← 1  

else  

𝑘 ← 𝑘 + 1  

While 𝑘 ≤ 𝑘𝑚𝑎𝑥  

𝑥∗ ← 𝑥′  
𝑓(𝑥∗) ← 𝑓(𝑥′)  

(a)              (b) 
 

Figure 5 (a) Illustration for the decoding process; and (b) The procedure of VND 
 

3. Results and Discussion 
The numerical experiences are conducted using a set of parameters, such as the 

number of the jobs processed (n = 4, 6), the number of batches (v1 = 2, 3; v3 = 2, 3), the 
number of machines at each stage (𝑚1= 2, 3; a = 2, 3; 𝑚2= 2, 3; 𝑚3= 2, 3), the precedence 
network (one, two and three assembly levels), and the setup times for type 1 and type 2 are 
respectively 3 and 5. The illustration for n = 4 follows the product structure (Figure 1), the 
assembly structure (Figure 2), the processing time of jobs (Table 2) and are run with 
Processor Intel(R) Xeon(R) CPU E5-1620 v2 @3.70GHz 3.70GHz RAM 8.00. The proposed 
algorithm is set to the same sequence for all the stages (see Table 3 for the SPT result) and 
to the different sequence in each stage (see Table 4 for the SPT result). To optimize the 
initial solution, a VND procedure is conducted.  

 
Table 2 The processing time data for n = 4 

Job Type 𝑝𝑗,1
(1𝑐)

 𝑝𝑗,1
(1𝑢)

 𝑝𝑗,2
(1𝑐)

 𝑝𝑗,2
(1𝑢)

 𝑝𝑗,1,1
(2)

 𝑝𝑗,1,2
(2)

 𝑝𝑗,2,1
(2)

 𝑝𝑗,2,2
(2)

 𝑝𝑗,1
(3)

 𝑝𝑗,2
(3)

 

J1 1 3 5 2 4 4 0 4 5 6 0 
J2 1 3 6 4 3 9 0 9 4 10 0 
J3 2 3 6 1 4 3 0 6 3 0 9 
J4 2 4 3 5 5 9 0 5 9 0 5 

 

 

 

 

J1 J3 J2 J4

Job sequence

J3

J4

Batch sequence(J1&J2)

(J1&J2) (J3) (J4)

u=1

Batch

u=2

u=3

Job and batch sequence

(J1&J2) (J3) (J4)J1 J3 J2 J4

i=1 i=2 i=3 u=1 u=2 i=4 u=3

c=1 c=2 c=3 c=4 c=5 c=6 c=7
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Table 3 The result of SPT for the same sequence scenario (v1 = v3 = 3) 

Sx The same sequence  1st stage 2nd stage 3rd stage TAFT 

S1 J1-J3-J4-J2 

(J1&J2)-(J3)-(J4) 

J1-J3-J4-J2-(J1&J2)-(J3)-(J4) 

J1-J3-J4-J2-(J1&J2)-(J3)-(J4) J1-J3-J4-J2 (J1&J2)-(J3)-(J4) 436* 

S2 J1-J4-J3-J2 

(J1&J2)-(J4)-(J3) 

J1-J4-J3-J2-(J1&J2)-(J4)-(J3) 

J1-J4-J3-J2-(J1&J2)-(J4)-(J3) J1-J4-J3-J2 (J1&J2)-(J4)-(J3) 445 

S3 J1-J4-J3-J2 

(J1&J2)-(J4)-(J3) 

J1-J4-J3-J2-(J1&J2)-(J4)-(J3) 

J1-J4-J3-J2-(J1&J2)-(J4)-(J3) J1-J4-J3-J2 (J1&J2)-(J4)-(J3) 445 

 

Table 4 The result of SPT for different sequence scenarios 

Sx 1st stage 𝑄[𝑢1]
(1)

= [2 1 1] 2nd stage 3rd stage 𝑄[𝑢1]
(1)

= [2 1 1] TAFT 

S1 J1-J3-J2-J4 

(J1&J2)-(J3)-(J4) 

J1-J3-J2-(J1&J2)-(J3)-J4-(J4) 

J1-J3-J2-J4 J4-J1-J3-J2 

(J4&J3)-(J1)-(J2) 

 

374* 

S2 J1-J4-J2-J3 

(J1&J2)-(J4)-(J3) 

J1-J4-J2-(J1&J2)-(J4)-J3-(J3) 

J1-J3-J2-J4 J4-J1-J3-J2 

(J4&J3)-(J1)-(J2) 

 

460 

S3 J1-J4-J2-J3 

(J1&J2)-(J4)-(J3) 

J1-J4-J2-(J1&J2)-(J4)-J3-(J3) 

J1-J3-J2-J4 J4-J1-J3-J2 

(J4&J3)-(J1)-(J2) 

 

460 

 

The optimal model can still give the global solution from the small instance (n = 4) in 
less than ten hours, while the other instance (n = 6) only shows the local optimal for about 
ten hours. The optimal model shows that the result for the different sequence is better than 
the result for the same sequence. The proposed algorithm has been tested to observe the 
impact of the different and the same sequences on the system. Table 5 shows the results for 
the optimal solution and the approaches for each stage with its TAFT. The optimal schedule 
can be seen in Figure 6. 

Figure 6 Gantt chart of the optimal schedule using Lingo16 (TAFT=332) 

 

The optimal model applies the different sequences for each stage, and the results show 
the optimal solution, except for Set 1 in Table 5, where the same sequence shows the 
best TAFT. In the proposed algorithm, the rule for generating the job-batch sequence 
should be evaluated in order to improve the solution. The experiments for different 
assembly levels show that the model and its algorithm can perform on one, two, and three 
assembly levels with a variation on the number of machines at the machining stage and the 

M 1,1

M 1,2

M 2,2,1

Sequence of: M 2,2,2

The machining stage: J1-(J3&J4)-(J1)-J4-J2-J3-(J2) M 2,1,1

The assembly stage: J1-J3-J4-J2 M 3,1

The assembly stage: (J1)-(J3&J4)-(J2) M 3,2

929 930 931 932 933 934 935 936 937 938 939 940 941 942 943 944 945 946 947 948 949 950 951 952 953 954 955 956 957 958 959 960 961 962 963 964 965 966 967 968 969 970 971 972 973 974 975 976 977 978 979 980 981 982 983 984 985 986 987 988 989 990 991 992 993 994 995 996 997 998 999 1000

J 3J 2

J 3 & J 4

J 1J 2

J 1J 2 J 4 J 3

J 4 J 1

J 2-2 c

J 3-1 & J 4-1 cJ 1-1 cJ 2-1 c

J 1

J 1-1 uJ 2-1 uJ 3-1 u J 4-1 u

J 1-2 uJ 1-2 cJ 2-2 uJ 3-2 u J 4-2 u J 3-2 & J 4-2 c

J 2 J 4 J 3
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differentiation stage. The trial for different assembly levels need to be explored, and this 
leaves plenty of room for further research on this topic.  

 
Table 5 The result comparison of TAFT between the optimal solution and the solution from 
the proposed algorithms (the same and the different sequences scenarios) 

Data n m1 
m

2 
a m3 v1 v3 TAFT Optimal TAFT Same seq TAFT Different seq 

Set 1 4 2 2 2 2 2 2 396 393 409 

Set 2 4 2 2 2 2 2 3 347 386 352 

Set 3 4 2 2 2 2 3 2 384 489 468 

Set 4 4 2 2 2 2 3 3 332 392 374 

Set 5 4 2 2 2 3 3 3 327 375 356 

Set 6 4 3 3 3 2 2 2 445 527 489 

 Set 7 4 3 3 3 2 2 3 420 488 462 

Set 8  4 3 3 3 2 3 2 648 754 694 

Set 9 4 3 3 3 2 3 3 393 450 434 

Set 10 4 3 3 3 3 3 3 398 512 476 

Set 11 4 3 2 3 2 2 2  331 436 408 

Set 12  4 3 2 3 2 2 3 358 432 386 

Set 13 4 3 2 3 2 3 2 467 498 486 

Set 14 4 3 2 3 2 3 3 338 423 387 

Set 15 4 3 2 3 3 3 3 393 532 498 

 

4. Conclusions 

 This paper addresses the three-stage hybrid flowshop for processing different product 
types considering hierarchical assembly structures to minimize TAFT. Based on the 
numerical experiences, it is possible to use both scenarios, but the different sequence 
scenario provides the minimum TAFT value. This experiment is also conducted to evaluate 
the precedence network, of which the model is effective in providing the solution. For 
further research, the condition can be extended into multiple due dates to reflect the 
practice where the finished product is delivered in different due dates, and pre-emption is 
allowed.  
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