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ABSTRACT 

Animated motion has become crucial in some electronic entertainment business products, such 

as games, animated movies, and simulations. Making such animated motion is associated with 

high cost and hard setup requirements. This research proposes a low-cost system for capturing 

motion using stereo webcam (two webcams placed side by side) and some daily house-grade 

tools. The system test has been specifically designed for shadow puppet theaters. The setup 

consists of two identical webcams placed side by side to acquire the depth of a marker by stereo 

camera triangulation. Image processing is needed to improve object detection and feature 

matching. Once images are captured from two webcams, they will be inverted and color-filtered 

to detect the markers and set those markers as features to be matched. Each feature is packed with 

a unique descriptor based on its color composition. Features in both images are then compared to 

get their related matches. When matched, their depth and position can be calculated and recorded 

as a 3D representation that is ready to be processed as motion data. The proposed system is 

reasonably efficient since we can get an average accuracy of 83.5% using webcams that cost 

around $7.69. 
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1. INTRODUCTION 

Electronic entertainment business products, such as games, animated movies, and 

simulations, have recorded innovations every year. Some basic asset requirements like 3D 

models, 3D environments, and animated motion for such products have also become crucial 

in their development process. To acquire such basic asset requirements, especially animated 

motion, we may need motion capture devices that have a range variety of cost and accuracy, 

but most of them are expensive. Many attempts, such as those by Huang et al. (2018) and 

Zecca et al. (2013), have focused on the main issue of capturing motion without any cost-

related consideration. They use small IMU sensors attached to human body joints to acquire 

their orientation and position displacement, which facilitates motion capturing. Other 

attempts to solve the problem of cost have been made by Budiman et al. (2005), Chao et al. 

(2009), and Guarisa et al. (2016). Although their attempt to solve the problem was hampered 

by cost requirement, unlike what Huang et al. and Zecca et al. did with their latest 

technological approach, it provided alternatives for project scale, method, and affordance 
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consideration. 

Budiman et al. (2005) used a mean-shift algorithm to track detected objects and used black 

curtain as background with a white circular marker placed in the lower body part to make it 

easier to detect. He also used a camera calibration step to get each extrinsic camera matrix 

needed in finding the global coordinate of each marker from two webcams. Chao et al. (2009) 

used a dynamic background subtraction technique to ease the segmentation of human silhouette 

needed in 3D motion data reconstruction. Unlike Budiman et al., Chao et al. used four cameras 

and a color-marker-based spatial calibrating technique for fast and easier camera calibration to 

get the fundamental matrices and calculate the relative coordinate system. When it comes to the 

amount of camera used, Guarisa et al. (2016) used only one webcam that holds its aim for a 

low-cost motion capture feature. They developed their motion capture specifically to recognize 

the facial pose with markers of contrast color other than black and white. They successfully 

developed the low-cost and open-source facial motion capture even though the lack of depth 

value is unavoidable since only one camera is used. 

Following the examples of the researches above, we decided to use two low-cost webcams (cost 

below $5 each) and hire a stereo camera triangulation system to estimate the depth instead of 

using intrinsic and extrinsic camera matrices calibration since the camera will be set in an 

unfixed position. The markers are made with various color differences to improve the feature 

matching process in a white background. We chose not to use black background as Budiman et 

al. (2005) did because most rooms in typical houses are painted white. We also proposed an 

image processing method to improve the detection of markers and color descriptors to match 

detected markers in both cameras. 

 

2. SYSTEM SETUP AND METHODS 

As a standalone system, it needs to be presented in a simple manner so users can use it by plug 

and play. The order of use is presented as sequential steps for users. The system will start from 

input device selection and produce the output of 3D points that can be visualized in the 3D 

world or in real-time. As can be seen in Figure 1, the system will run as long as input devices 

are connected and sending data. The iterative process starts with obtaining a signal for 

visualization. As an iteration gate, the obtain-signal step will determine whether the following 

steps (from feature extraction until visualization) should be executed. Once the visualization 

step has been successfully executed at the end of an iteration round, it will lead to another round 

of iteration process through the obtain-signal step again. 

 
Figure 1 Architecture of low-cost motion capture system 
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2.1.  Feature Extraction 

The uses of triangulation, as stated by Heale and Forbes (2013), are various and common. But 

the term triangulation in this research is specifically about finding the unknown value of point 

from two or more known points that have some form of relationship. The two known points here 

refer to stereo camera. The stereo camera was made to mimic the human eyes, which see objects 

in two different positions. Due to this characteristic, we can perceive the depth of an object by 

knowing that, the more distinct its position as seen from the left and right eyes, the closer that 

object is. This characteristic can be used to determine the depth of a marker in our low-cost 

motion capture setup. 

Two webcams that have known characteristics are positioned side by side at a determined 

distance (b) from each other, as can be seen in Figure 2. A manual focused webcam is 

recommended to easily determine the value of the focal length (f). When the object is captured 

by two cameras, its position in each camera image should be different (x and x’). The difference 

in position (x’ - x) is called disparity (d). 

 
Figure 2 Stereo camera triangulation 

The relation of each parameter can be seen in Equation 1 and can be rearranged into Equation 2 

to obtain the depth. 

b

Z
=

d

f
 

(1) 

Z=
f × b

( x'− x )
 

(2) 

It is shown in Shen et al. (2012), Kamencay et al. (2012), and Muhlmann et al. (2002) that the 

stereo camera triangulation is possible and doable. Through the calculation of disparity between 

two images, we can get the accurate depth of an object. 

Images taken from two cameras should be processed for further use. We want to obtain the 

marker images and separate them from the background. According to Cunha (2009), the task 

category of image processing we should do is called segmentation. There are many methods 

proposed in the theme of background segmentation. Li and Lihong (2014) used the deviation 

information method based on the Gaussian mixture model to join the chroma and brightness of 

background segmentation. Their method works well for static and special environments, such as 

reflective ice and moving object reflection. Bindu et al. (2014) used histogram equalization to 

enhance the image, color thresholding for distinct unrelated colors, and Canny edge detector to 
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segment the object. Das and Saharia (2014) evaluated three background subtraction techniques 

of distinctly moving an object from its background and found that a statistical approach for real-

time robust background subtraction and shadow detection is the most appropriate method due to 

its average computation cost and average result. As clearly stated, there are various ways to 

segment the image and distinguish the object from its background using image processing. So, 

in this research, our aim is clear: separating the colored markers from the white background and 

counting the identified markers using some combination of image processing methods. 

As we need to develop a standalone application for a more efficient motion capture project, we 

need an image processing framework such as Aforge.NET. This open-source C# framework is 

designed specifically for developers and researchers who work in the field of computer vision 

and artificial intelligence (Aforge.NET, 2012). 

Raw image (I) obtained from a webcam should be processed (I’) to increase distinctness between 

markers and white backgrounds. This can be done by applying inversion (Equation 3) and color 

filtering (Equations 4, 5, and 6) to each pixel in raw images. 

I' [
r
g
b ]= [

255
255

255]− I [
r
g
b ]

 

(3) 

I' (r )= {I (r ), if minR≤ I (r )≤ maxR

0, if I (r)≤ minR∧ I (r )≥ maxR
}

 
(4) 

I' (g)={I (g), if minG≤ I (g)≤ maxG

0, if I (g)≤ minG∧ I (g)≥ maxG}
 

(5) 

I' (b)={I (b), if minB≤ I (b)≤ maxB

0, if I (b)≤ minB∧ I (b)≥ maxB}
 

(6) 

Ideally, inversion turns white pixel into black while colored pixel remains colored. But in reality, 

there will be shades of gray among white backgrounds due to noise and shadow. We can turn 

those shades of gray into black by using color filtering within certain minimum and maximum 

values.  
 

 

Figure 3 Upper left: raw image; upper right: inverted image; bottom: color-filtered image 
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Inversion and color filtering will give us an optimized image for object detection, as shown in 

Figure 3. As the background turns black and markers are clearly seen, the object detection that 

works under Aforge.NET framework will work more accurately. From this point, objects 

detected by the system will be treated as extracted features. 

2.2.  Feature Description 

It differs from common disparity calculation in the stereo camera system as Ko and Ho (2016) 

and Lee et al. (2016) did, which use Census Transform (CT) to find matches between each pixel 

in both images, which takes more calculation time for our real-time stereo system. We need to 

find matches only for detected markers instead of all pixels in both images. Detected markers 

we obtain from the image processing phase act as features. To calculate disparity (d), we need 

to match each feature from the first image to its corresponding feature in the second image. 

There are many ways to do feature matching and one method to improve it is using a feature 

descriptor. Many feature descriptors are well-known, including SIFT and SURF. According to 

Kangas (2011), a SURF descriptor produces better results than any other contender. A SURF 

descriptor is perfect for dealing with a feature that varies in scale and transforms. Since the 

markers we use are made with simple shapes and color variations, we choose to use our own 

descriptor that can describe their characteristics with a low-cost calculation based on color 

composition. 

Extracted features we got from the previous step are stored in the array of descriptors. This 

descriptor is a form of structured data that describes the unique characteristics of a feature’s 

color. It contains parameters like color percentages, color class, world position, etc. Parameters 

contained within the structure are aimed to help us match the same feature in different images 

(left and right). Figure 4 shows an example of the features’ color percentages. 

 

Figure 4 Features’ color percentages 

 

Those percentage values (p(x)) are needed in color classification index assignment. The 

percentage values of red, green, and blue are calculated with Equation 5, where x is a specific 

color (red, green, or blue), c is the total of colored pixel detected around the feature’s boundary, 

and 100 is a constant value to make up the percentage scale. As can be seen in Figure 5, the 

feature descriptor is assigned using the raw image, so the existence of white pixels around the 

feature cannot be anticipated, especially when the marker is rotated. To distinguish between 

colored and white pixels, we can use Equation 6 where max is the maximum value between red, 

green, and blue in that specific pixel. The constant value of 10 is chosen to avoid noisy data after 

all values of red, green, and blue are subtracted by max. 

p(x)=
∑ x

∑ c
× 100

 
(5) 
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c={0, if |r− max|<10∧|g− max|<10∧|b− max|<10
1 }

 
(6) 

As we obtained the needed parameters, we can assign the color classification index based on the 

feature’s color composition. For example, if the percentage of red is 90%, with green 10% and 

blue 0%, then it is classified as index 1. Also, if the percentage of red is 60%, with green 0% 

and blue 40%, then it is classified as index 4. The index classification based on color percentages 

is entirely custom-able, so we can actually make markers with various colors in it. 

 

 

Figure 5 Color descriptor assignment (with white pixel inside the feature’s boundary) 

2.3.  Feature Matching 

The index classification assignment in the feature description process is making feature 

matching a lot easier. We can match two features in the left and right images by comparing the 

color class indexes. If the color indexes are similar, then it is matched. So, we can continue to 

the next processes. 

2.4.  3D Points Reconstruction 

Matched features give us the values needed to find disparity. According to Equation 2, the 

disparity can be calculated by subtracting the x position value of feature right (F’) and the x 

position value of feature left (F). But due to the elevation difference between two cameras that 

cannot be anticipated, we need to use Euclidean distance formula (Equation 7). Fx and Fx’ 

represent the x position of the left and right features in pixel unit, while Fy and Fy’ represent the 

y position of the left and right features in pixel unit. 

d( F',F )=√( Fx '− Fx )2+( F y'− F y )2

 
(7) 

As we have obtained depth (Z) using Equation 2, we can calculate the world position of the 

feature in the horizontal axis (X) and vertical axis (Y). The value of X and Y will represent the 

position of the feature with respect to Z from the point in between two cameras as can be seen 

in Equations 8 and 9. We need the width (w) and height (h) of the image in pixel and divide the 

calculation by 1000 in the end to set the result to the centimeter measurement unit. To obtain 

rotation (R), we need the positions of, at least, two features. By using Equation 10, we get the 

rotation value of the line between two features with respect to the horizontal line in radians. 

X=

( Fx− (
w

2
))× Z− (

b

2
)

f
×

1

1000  

(8) 

Y =

( F y− (
h

2
) )× Z− (

b

2
)

f
×

1

1000  

(9) 
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R =arctan (
( Y2− Y1)

( X2− X1)
)

 
(10) 

2.5. Visualization 

A legend from over 2000 years ago in China tells about an emperor who loses his beloved and 

a shaman brings her back to him in the form of shadow puppetry (Miettinen, 2018). This shadow 

puppetry is a kind of storytelling that became very popular due to its simplicity and powerful 

effect. It needs a light source, an object that casts a shadow, and a translucent material in 

between the puppeteer and the audience. Many countries in Asia have been adapting the form, 

such as wayang (Indonesia), nang talung (Thailand), and tolpavakoothu (India). 

We chose to test our motion capture system by borrowing the concept of shadow puppetry. 

Detected features act as puppets in digital representation. Like in the shadow puppet theater, we 

can move and rotate the puppets. We can also change the form, background, or foreground of 

puppets anyway we want. The idea of putting shadow puppetry into digital representation is 

worth considering. 

 

3. RESULTS AND DISCUSSION 

The webcam used in this research cost around $3.51. It has a manual focus and 6 lights feature. 

The webcams setup can be seen in Figure 6. It is known that even two similar types of webcams 

may have different characteristics (focal length and sensor wide), which can lead to a scale 

issue, even when those webcams are put side by side. To overcome that, we propose a simple 

method that needs some guidelines printed in the output screens of both webcams, as shown in 

Figure 7. Those guidelines will help us adjust the position and tilt of the webcams until we get 

the same scale factor of the object in the output screens of both webcams. 

 
Figure 6 Webcam setup 

 

Figure 7 Top picture shows the yellow guidelines with no observed object; bottom picture shows 

observed objects assumed to have a similar scale factor 
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There have been many attempts to find the best combination of parameter values in the feature 

extraction process. It is known that the best value for some parameters in color filtering are minR 

= minG = minB = 150 and maxR = maxG = maxB = 255. With these values, we can clearly 

distinguish markers from the background, as can be seen in Figure 8. All nine markers have 

successfully been detected and extracted as features. 
 

 

Figure 8 Feature extraction process 

 

We use only 9 markers made with the solid colors of red, green, and blue for easier matching. 

Figure 9 shows that feature description has been successfully assigned 9 different color class 

indexes. Each feature comes with a numbering index and a color class index separated by a “|” 

character. Color percentages are shown below it, starting from red, followed by green and blue. 
 

 

Figure 9 Feature description process 

 

Figure 10 shows the look of a system that contains three viewpoints. The top part is for left and 

right webcam view, the middle part is for matched features view, and the bottom part is for 3D 

representation view. Features matched in the middle view are shown as red rectangles with their 

correspondent index numbers and position values (X, Y, and Z) printed below them. As we can 

see in the top view of Figures 10a and 10b, sharp shadows are also detected as features. We can 

anticipate this issue by giving more distance between markers and background so the shadows 

will not render too sharply. Another issue found in the top view image is that it is rendered in 

bluish color. This is unanticipated due to the webcam’s automatic exposure and white balance 

capabilities. Since the system is supposed to detect features based on their color composition, 

the bluish color issue will add more blue value to the color descriptor and yield an ambiguous 

calculation. 

Since position reconstruction in the 3D world is crucial in motion capture system, we need to 

test our system. A test has been done to measure the error of reconstructed depth values and it 

is presented in Table 1. The values presented within the Real column were obtained by a manual 



950 A Novel Approach in Low-cost Motion Capture System using Color Descriptor  
and Stereo Webcam 

measurement with a ruler from the marker position to the camera baseline. The values presented 

within the Reconstructed column are obtained from our low-cost motion capture system output. 

The error values are obtained by calculating the absolute values of subtracted Real and 

Reconstructed values. From these error values, we can determine the accuracy of our low-cost 

motion capture system, which ranged from 0.75 to 0.95 and has an average of 0.835 or 83.5%. 

 

Table 1 Depth reconstruction test 

Test  Real Reconstructed Error Accuracy 

1 20 19.84 0.16 0.84 

2 21 20.80 0.20 0.80 

3 22 22.11 0.11 0.89 

4 23 23.11 0.11 0.89 

5 24 24.19 0.19 0.81 

6 25 25.05 0.05 0.95 

7 26 26.23 0.23 0.77 

8 27 27.25 0.25 0.75 

9 28 28.15 0.15 0.85 

10 29 29.20 0.20 0.80 

Means 0.835 

 

  
(a) (b) 

Figure 10 System views 

 

4. CONCLUSION 

The use of stereo camera triangulation to find depth in a low-cost motion capture setup is 

reasonably effective since we can get an accuracy of 83.5% using webcams that cost around 

$7.69. It serves us as a forgivable result in obtaining the 3D point reconstruction data with some 

calculated error shown in Table 1. Parameter adjustment, such as baseline (b) and focal length 

(f), is crucial to getting better output.  

The combination of white background, colored markers, and image processing methods, such 

as inversion and color filtering, effectively helps our attempt in features extraction (as shown in 
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Figure 8 where all markers can be extracted) even though the existence of shadows and the issue 

of white balance will worsen the result, as can be seen in Figure 10b. Those image processing 

methods may be considered as suitable to distinguish colored markers from white background. 

With those image processing methods, object detection within Aforge.NET framework is 

working more accurately. 

Along with various colored markers, color descriptor effectively helps us distinguish each 

marker and improve the feature matching process since all markers in Figures 9 and 10 can be 

successfully distinguished. Feature matching is a crucial part of this low-cost motion capture 

setup since it lets us locate the corresponding features needed in the calculation of disparity (d). 

We hope our proposed methods would be useful in motion capture-related projects to improve 

effectiveness or performance. 
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