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ABSTRACT 

In this study, we discuss the problem of permutation flowshop scheduling problem (PFSP) to 

reduce total energy consumption (TEC). We offer a new hybrid meta-heuristic algorithm for 

solving the problem. The paper aims to combine the cross entropy and genetic algorithm (CEGA) 

with the simulated annealing (SA) algorithm. The CEGA is applied to find the best initial solution 

inside the SA algorithm and the proposed algorithm is compared to previous tests of the famous 

NSGA-II and GA-SA algorithm. During study of the numerical test, the proposed algorithm 

genuinely useful is compared certain efficient algorithms of the from previous research. 
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1. INTRODUCTION 

Recently, Total Energy Consumption (TEC) in the manufacturing sector has received much 

attention from experts. This has been focused on highly TEC in the manufacturing sector. TEC 

in this sector requires almost half of the total energy needs in country. In the USA, it requires 

33% of the total electricity of the country (Evans, 2003), while in Germany it requires 47% of 

electricity from all energy requirements (Dai et al., 2013). The electricity consumption of the 

sector needs fossil fuels for electricity generation; therefore, experts consider such consumption 

to be a problem because of the decreasing availability of these fuels. Some experts have made 

efforts to minimize TEC, one of which is scheduling, which refers to the arrangement of resources 

(machines) to complete the job (Surjandari et al., 2015). Generally, the goal of scheduling is to 

minimize completion time (Thawongklang & Tanwanichkul, 2016). However, some experts are 

now using scheduling to reduce TEC. 

Several researchers have researched flow shop scheduling problems to reduce TEC. Zhang et al. 

(2014), Brundage et al. (2014) and Zanoni et al. (2014) have succeeded in minimizing TEC in 

simple flow shop problems, using a heuristic algorithm as a solution. Besides, heuristic 

algorithms are explicitly used to solve specific problems. In recent years, some meta-heuristic 

algorithm have also been used to solve the classic flow shop problem in order to minimize TEC. 

These algorithms include simulated annealing (SA) (Iqbal & Al-Ghamdi, 2018); a genetic 

algorithm (GA) (Liu et al., 2017); and particle swarm optimization (PSO) (Tang et al., 2016).  In 

hybrid flow shop problems, several studies to minimize TEC have been conducted by Luo et al. 

(2013), Dai et al. (2013) and Liu and  Huang (2014), who used meta-heuristic algorithms to solve 

*Corresponding author’s email: dana@umm.ac.id, Tel. +62-341-464318, Fax. +62-341-460435 
Permalink/DOI: https://doi.org/10.14716/ijtech.v10i2.2194 

                                                      



Utama et al. 321 

energy consumption problems. In this article, we focus on the Permutation Flow-Shop 

Scheduling Problem (PFSP). Researchers claim that a solution to this problem cannot be found 

in polynomial time. Therefore, PFSP is considered an NP-Hard problem (Garey et al., 1976; 

Sayadi et al., 2010). Because of the importance of this problem, several efforts have been made 

by experts to develop algorithms to minimize TEC. 

In recent years, SA, Cross-entropy (CE) and GA algorithms have been used to solve scheduling 

problems. The SA algorithm is a meta-heuristic algorithm, which were first introduced by 

Kirkpatrick et al. (1983) for optimization.  However, this algorithm is now used in most PFSP 

scheduling problems (Pinedo, 2016). Like the SA, GA is also a meta-heuristic algorithm based 

on mimicking natural selection and recombination (Holland, 1992). CE is another meta-heuristic 

algorithm applied to rare event simulations, continuous optimization, and combinatorial 

optimization (Deng, 2006). This algorithm is useful in solving complex combinatorial 

optimization problems (De Boer et al., 2005). In recent years, some experts have used meta-

heuristic algorithms to solve PFSP, and some simple meta-heuristics have been applied to reduce 

TEC. However, classic meta-heuristics need a long time if used in large cases (Santosa et al., 

2011). Recently, some hybrid meta-heuristic alternatives have been developed to solve PFSP. 

These algorithms include a hybrid GA with SA (Dai et al., 2013); a hybrid GA with TS (Sukkerd 

and Wuttipornpun, 2016); a hybrid of ABC and TS (Li and Pan, 2015); and a hybrid of CE and 

GA (Santosa et al., 2011).  

Although many hybrid meta-heuristic algorithms have been developed to solve PFSP problems, 

they still display certain weaknesses, namely the long computing time for large-scale problems 

and optimal local solutions. Although they do need a long computation time, hybrid meta-

heuristics give better performance compared to simple meta-heuristics. Many meta-heuristic 

algorithms have good global search capabilities, while some have local search capabilities. At 

present, few papers focus on minimizing TEC in PFSP. To our knowledge, none integrate CE 

and GA (CEGA) with SA. Therefore, this paper aims to combine CEGA with SA to reduce TEC, 

an approach we term CEGASA. This algorithm follows the rules for fixed energy consumption 

(FEC) Li et al. (2011). Hence, the paper focuses on minimizing TEC by following FEC rules. 

The remainder of this paper is organized as follows: Part 2 explains problem discription, example 

problem, proposes algorithms, and describes the experimental procedure. Section 3 then presents 

the computational experiments, experimental parameters, and comparison algorithms. Finally, 

the the conclusion is made in section 4. 

 

2. METHODS 

2.1.  Problem Description 

In the PFSP problem, there are n jobs completed on m machines, that which are arranged in the 

same order. The problem aims to schedule every job on each machine in order to minimize energy 

consumption. Some assumptions of PFSP are that: (1) the group of jobs is prepared on machines 

in the same sequence; (2) every machine can process one task in each period; (3) job preemption 

is banned; (4) every job is ready in period t = 0; (5) a job will begin on machine 𝑗 only if it has 

completed the process on machine  j-1; (6) there is no precedence relationship between jobs; (7) 

every machine starts in period t = 0; (8) every machine stops when the last job on it has been 

completed (every machine stops independently of other machines); and (9) setup time is covered 

in the processing time. The notation in the total energy consumption used in this article is as 

follows: 

i : index of jobs, i = 1, 2, …, n  

j : index of machines, j = 1, 2, …, n 

n : total number of jobs 
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m : total number of machines 

Pi,j : processing time of job sequence 𝑖 on machines 𝑗 

Pej : energy consumption index of machine j  

lej : energy consumption index of machine j when idle 

Cij : completion time of job sequence i at on machines j 

Tj : completion time of machines j 

Bj : total busy time of machines j 

lj : total idle time of machines j 

TEC : total energy consumption 

Based on the above notations, the objective function of this PFSP problem is to minimize total 

energy consumption (TEC) (Li et al., 2018a; Li et al., 2018b). Furthermore, the following is the 

formula of the PFSP problem: 

𝐶1,1 =  𝑃1,1          (1) 

𝐶1,𝑗 =  𝐶1,𝑗−1 + 𝑃1,𝑗 , 𝑗 =  2 . . 𝑚       (2) 

𝐶𝑖,1 =  𝐶𝑖−1,1 + 𝑃𝑖−1,1 , 𝑖 =  2 . . 𝑛       (3) 

𝐶𝑖,𝑗 = max(𝐶𝑖−1,𝑗, 𝐶𝑖,𝑗−1) + 𝑃𝑖,𝑗 , 𝑖 =  2 . . 𝑛, 𝑗 =  2 . . 𝑚   (4) 

𝐵𝑗 = ∑ 𝑃𝑖,𝑗
𝑛
𝑖=1   ,  ∀ 𝑗 = 1. . 𝑚       (5) 

𝑇𝑗 = max (𝐶𝑖,𝑗)  ,  ∀ 𝑖 =  1 . . 𝑛, 𝑗 = 1. . 𝑚      (6) 

𝐼𝑗 = 𝑇𝑗 − 𝐵𝑗  , ∀ 𝑗 = 1. . 𝑚       (7) 

𝑇𝐸𝐶 = ∑ (𝐵𝑗. 𝑃𝑒𝑗 + 𝐼𝑗.𝑚
𝑗=1 𝐼𝑒𝑗)       (8) 

The PFSP model is modified from Li et al. (2018b). The best permutations are defined as those 

which have the minimum TEC. The PFSP model to minimize energy consumption is as follows: 

Objective function 𝑍 = min 𝑇𝐸𝐶       (9) 

Subject to :            

𝐶1,1 =  𝑃1,1          

𝐶1,𝑗 =  𝐶1,𝑗−1 + 𝑃1,𝑗 , 𝑗 =  2 . . 𝑚       

𝐶𝑖,1 =  𝐶𝑖−1,1 + 𝑃𝑖−1,1 , 𝑖 =  2 . . 𝑛       

𝐶𝑖,𝑗 = max(𝐶𝑖−1,𝑗, 𝐶𝑖,𝑗−1) + 𝑃𝑖,𝑗 , 𝑖 =  2 . . 𝑛, 𝑗 =  2 . . 𝑚   

𝐵𝑗 = ∑ 𝑃𝑖,𝑗
𝑛
𝑖=1   ,  ∀ 𝑗 = 1. . 𝑚       (10) 

𝑇𝑗 = max (𝐶𝑖,𝑗)  ,  ∀ 𝑖 =  1 . . 𝑛, 𝑗 = 1. . 𝑚      

𝐼𝑗 = 𝑇𝑗 − 𝐵𝑗  , ∀ 𝑗 = 1. . 𝑚       

𝑇𝐸𝐶 = ∑ (𝐵𝑗. 𝑃𝑒𝑗 + 𝐼𝑗.𝑚
𝑗=1 𝐼𝑒𝑗)       

Equation 1 describes the completion time of sequence job one on machine 1; Equation 2 describes 

that of machines 2 to m; Equation 3 describes the completion time of sequence job i of machine 

1; Equation 4 shows that of machine j; Equation 5 describes the total busy time of machines j; 

Equation 6 shows the completion time of machines j of the permutation; Equation 7 shows the 

total idle time of machines j of the permutation;  Equation 8 describes the TEC of the permutation 

(the  objective  function);  Equation  9  describes  the objective  function  of  the PFSP  model  to  
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minimize energy consumption; and Equation 10 describes constraint of the PFSP model to 

minimize energy consumption. This constraints in the model are Equations 1 to 8.  

2.2.  Example Problem 

As an example problem, there are three jobs and three machines (see Table 1). Figure 1 shows 

the completion time of each job if sequences J1, J3, J2  (a) are 6, 9 and 11. Based on Equation 1, 

the calculation of energy consumption is 42 W. However, in sequences J2, J3, J1 (b),  the 

completion times of each job are 6, 9 and 11, with an energy consumption of 43 W. Two schedules 

(a and b) can be selected as the best solution if the goal of the scheduling is to minimize 

completion time. Although they have the same completion time, if the aim is to minimize TEC, 

sequence (a) shows the better result. Total idle time for sequence (a) is 10, while for sequence (b) 

it is 11. The total idle time and FEC for sequence (a) are lower than for (b). The idle time of each 

machine influences the variation in the TEC in flow shop problems. Hence, total energy 

consumption in sequence (a)  is lower than in sequence (b).     

 

Table 1 Processing time, Pej, and lej of each machine (minutes) 

Job 
Machine 

M1 M2 M3 

J1 3 2 1 

J2 3 1 2 

J3 2 1 3 

Pej 2 1 2 

lej 1 1 1 

 

  

Figure 1 Difference between the two sequences in completion time  

2.3.  Proposed Algorithm 

We propose the CEGASA algorithm to minimize energy consumption. Figure 2 shows an 

illustration of the algorithm proposed to minimize TEC in PFSP problems. It uses an integrated 

CEGA algorithm as the initial solution in SA to minimize energy consumption, which is modified 

from Santosa et al. (2011). Details of the CEGA stages can be seen in Algorithm 1. Notations of 

the algorithm are as follows: 

LFR : Linear Fitness Ranking 

I : state job index in the sample matrix 

N : number of samples 

x : declared sample x (between 1 and N) 

TECmax : states the maximum fitness value of the sample, which is equal to 1 / TEC 

TECmin : states the minimum fitness value of the sample, which is equal to 1 / TEC 

Pps : crossover parameter 

 : coefficient of fineness (0<α<1) 

u : updated value of the crossover parameter  
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𝑇𝐸𝐶𝑒̅̅ ̅̅ ̅̅ ̅ : average energy consumption of the sample 

TECbest : minimum energy consumption of the sample 

Pm : mutation parameter 

Some of the equations in the CEGA algorithm are as follows: 

𝐿𝐹𝑅(𝐼(𝑁 − 𝑥 + 1)) = 𝑇𝐸𝐶𝑚𝑎𝑥 − (𝑇𝐸𝐶𝑚𝑎𝑥 − 𝑇𝐸𝐶𝑚𝑖𝑛) ∗ ((𝑥 − 1)/(𝑁 − 1)) (11) 

𝑃𝑝𝑠(𝑥) = (1 − 𝛼) ∗ 𝑢 + (𝑃𝑝𝑠(𝑥 + 1) ∗ 𝛼)      (12) 

   𝑢 =
𝑇𝐸𝐶𝑒̅̅ ̅̅ ̅̅ ̅

2∗𝑇𝐸𝐶𝑏𝑒𝑠𝑡
          (13) 

𝑃𝑚 =
𝑃𝑝𝑠

2
          (14) 

Equation 11 describes the formula for the weighting of elite samples use Linear Fitness Ranking 

(LFR). The LFR for the present iteration is computed from the fitness value of all the samples 

generated in the previous iteration. The fitness value is same as 1/TEC. x is stated in the x-th 

sample (which is valued between 1 and N), and I states the job index of the sample matrix (Santosa 

et al., 2011). Equation 12 shows the updated formula crossover parameter for sample x, while 

Equation 13 describes the formula for the updated value of crossover parameter. Equation 14 

describes the formula the of the updated mutation parameter. The termination criterion of the 

CEGA is if Pps ≤  . 

 
Algorithm 1 Proposed CEGA Procedure:  

1. Determine the number of samples (N), the parameter of the ρ, the coefficient of fineness (α), 

the crossover parameter (Pps), and the termination criterion (β) 

2. Generate random permutation N from the samples 

3. Calculate the objective function based on equation (8) for N samples 

4. While Pps  > β 

5. Determine the number of sample elites (ρ*N) 

6. Determine the weighting weighting of the elite samples and calculate Linear Fitness 

Ranking (LFR) based on equation 11 

7. Update crossover parameter  (Pps) and mutation parameter  (Pm) as in equations 12, 13, 

and 14 

8. Select parents used as a roulette wheel selection 

9. Crossover 

10. Mutation  

11. Return to step 3 

12. end of while 
 

The simulated annealing (SA) algorithm imitates the way the steel is heated at specific 

temperatures (Tmax) and then cooled slowly to appropriate temperatures (Tmin). This procedure 

is used to obtain the appropriate form of steel. Based on which similarity, SA can be implemented 

in optimization problems (Kirkpatrick et al., 1983). The notations of  the proposed SA algorithm 

are as follows; 

T : temperature 

t : iteration 

 : reduction factor 

Tmax : maximum temperature at initialization 

Tmin : maximum temperature (termination criteria) 

Trymax : number of iterations at each temperature T 
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In this paper, the initial solution of the SA algorithm is based on the CEGA algorithm (Algorithm 

1). Based on this, the SA algorithm produces a new solution at each temperature. At temperature 

T, SA generates a new permutation based on neighboring solution generation (generating a new 

solution by pairwise interchange) and calculates a new TEC'. Generation of a new solution by 

pairwise interchange is based on Mirsanei et al. (2011). Furthermore, the previous solution and 

new TEC are compared. The solution deviation of the iteration is expressed as 𝛥𝐸 =  𝑇𝐸𝐶 ′ −
 𝑇𝐸𝐶. The new solution to the algorithm is received by SA if the value of 𝛥𝐸 ≤ 0. New solutions 

are also accepted if the value  𝑒𝑥𝑝−
 ΔE

𝑇  ≥ 𝑟 (𝑟 is a random number with a range 𝑟 ∈  [0,1]). 

Otherwise, the new solution is rejected by the algorithm. At T temperature, the SA carries out 

solution search as much as  𝑡𝑟𝑦𝑚𝑎𝑥  iteration. Furthermore, 𝑇  temperature decreases at each 

iteration, and the temperature decrease factor is expressed as 𝜆. In this paper, the decrease in 

temperature in the iteration (𝑡 +  1) is made using 𝑇(𝑡 + 1) =  𝜆. 𝑇(𝑡). The coefficient value 𝜆 

is a value between 0 and 1. This procedure was repeated continuously until the termination criteria 

were met (𝑇 ≤  𝑇𝑚𝑖𝑛). The Simulated Annealing algorithm is shown in Algorithm 2. 

Algorithm 2 Proposed Simulated Annealing algorithm  

1. Initialization : select 𝑇𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, 𝜆, 𝑇𝑟𝑦𝑚𝑎𝑥 and initialize temperature at 𝑇 =  𝑇𝑚𝑎𝑥 

2. An initial solution to the permutation and TEC is selected based on algorithm 1 (proposed CEGA 

algorithm) 

3. While 𝑇 ≥  𝑇𝑚𝑖𝑛 

4. While the number of 𝑎𝑡𝑡𝑒𝑚𝑝𝑡𝑠 ≤  𝑇𝑟𝑦𝑚𝑎𝑥 

5. Create permutation based on neighboring solution generation (generate a new solution by 

pairwise interchange) and calculate new TEC' based on equation 8 

6. if 𝑇𝐸𝐶′ ≤ 𝑇𝐸𝐶 

7. receive the new solution and replace the previous solution with the new one 

8. else if 𝑇𝐸𝐶′ > 𝑇𝐸𝐶 

9. let 𝛥𝐸 =  𝑇𝐸𝐶′ –  𝑇𝐸𝐶, create a random range 𝑟 ∈ [0,1], accept if 𝑒𝑥𝑝−
 ΔE

𝑇  ≥ 𝑟 replace the 

previous solution with the new one 

10. end of if 

11. end of while 

12. Decrease the temperature 𝑇(𝑡 + 1) =  𝜆. 𝑇(𝑡) 

13. end of while 

 

2.4.  Experimental Procedure 

To evaluate the proposed CEGASA algorithm, several examples of problems were made 

randomly. The data needed to establish the algorithm consist of the number of jobs, the correct 

time range, the number of stages, the energy distribution range of each machine, and the energy 

range at idle of each machine. We conducted experiments for three job families: small (5, 10 and 

20), medium (25, 50 and 75), and large (100, 150 and 200). Therefore, the total variation in the 

number of jobs in the experiment is 9. Number of jobs included 5, 10, and 20. Processing time 

was generated by the uniform distribution (20, 200) in minutes, while the load fix power machine 

was generated by the uniform distribution (1, 100) of each machine in watts (W). In addition, 

energy consumption of machines when idle was produced by the uniform distribution  (1, 10)  of 

each machine in watts (W). We conducted experiments for all combinations of the different 

number of jobs and machines.  

In metaheuristics, algorithm parameters influence the objective function. In this section, the 

behaviors of various parameter levels in the proposed CEGASA are studied. Experiments were 

conducted with a combination of different parameters; those used were α, initial T and λ. All the 

experimental parameters were at two levels. Each considered parameter produced a total of 

2×2×2 = 8 various CEGASA algorithms. We used parameter N = 10,  ρ = 0.2;  Trymax = 10, β = 
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0.0001; and Pps = 1. Furthermore, α used 0.2 and 0.9,  initial T used 100 and 500, and λ used 0.2 

and 0.8. Simulation experiments were carried out for each parameter, with 216 experiments 

conducted for the three parameters (two levels), nine job variations, and three variations in the 

number of machines. The experiments were conducted to ascertain the best parameters of the 

CEGASA algorithm.  

Furthermore, the parameter level chosen for the experiment was based on total energy 

consumption and computational time. The best parameters from the experimental results were 

used for comparison with several other algorithms. In addition, evaluation was made of the 

effectiveness of the proposed CEGASA algorithm using the Energy Consumption Ratio (ECR) 

and the Wilcoxon Test. 

Start
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α, Pps, β, Tmax, 

Tmin, λ , Trymax 
and T

Generate random 

permutation N from the 

samples

Calculate the objective 

function based on equation 
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Figure 2 Illustration of the proposed CEGASA algorithm 
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3. RESULTS AND DISCUSSION 

3.1.  Computational Experiments 
In this section, a CEGASA experiment was conducted to establish the feasibility and 

effectiveness of the algorithm. Numerical tests were made with Matlab R16 software run on 

Windows 8.1 processors AMD x86-64 RAM 4 GB.  Some numerical tests used several 

manufacturing environment cases.  

 

3.2.  Parameters Experiment 

The results of the numerical test and algorithm parameters of the CEGASA proposed are shown 

in Table 1. The best solution is obtained if the coefficient of fineness (α) value is the most 

significant and the other parameters are constant. The findings of the coefficient of fineness (α) 

correspond to Deng (2006). If the temperature (T) value increases and the other parameters 

remain constant, a better solution is obtained. Moreover, if the reduction factor (λ) value decreases 

and the other parameters are constant, a better solution is also obtained. The findings of 

temperature (T) and the reduction factor (λ) correspond to Haddock and  Mittenthal (1992). The 

computational time simulation parameters can be seen in Table 2. If T and the coefficient of 

fineness (α) value are significant when the reduction factor (λ) is small, long computational time 

is needed. Otherwise, if T and the coefficient of fineness (α) are low when the reduction factor 

(λ) is significant, less time is needed. The better the solution obtained, the higher the 

computational time. 

 

Table 1 Comparison of each parameter with regard to energy consumption (in watts) 

α 
Job 

Family 
n job 

m 

machine 

T=100 T=1000 

λ =0.2 λ =0.8 λ =0.2 λ =0.8 

0,2 

Small 

5 5 164271 164535 164379 164535 

10 10 564314 560504 563324 564334 

20 20 2209627 2218468 2210803 2198385 

Medium 

25 5 915584 916332 915824 916988 

50 10 2801429 2808184 2808129 2809554 

75 20 8194809 8211889 8203286 8205610 

High 

100 5 3623926 3624444 3622128 3622430 

150 10 8574852 8579187 8567037 8569517 

200 20 20749953 20750686 20713867 20715287 

0,8 

Small 

5 5 164349 164271 164349 164271 

10 10 562304 560749 560779 559969 

20 20 2182453 2196096 2198483 2180577 

Medium 

25 5 915512 916324 914834 916170 

50 10 2799539 2800569 2803509 2803274 

75 20 8186199 8195292 8187004 8192737 

High 

100 5 3622320 3622432 3622140 3622504 

150 10 8568337 8570837 8566852 8569197 

200 20 20740481 20740452 20731582 20732269 

 

3.3.  Comparison Algorithms and Evaluation 

The performance of the algorithms is measured by the Energy Consumption Ratio (ECR). The 

ECR is defined as the Energy Consumption (EC) of the proposed CEGASA algorithm divided 

by EC different algorithms (Equation 15). The CEGASA has a higher performance than other 

algorithms if ECR < 1, but it has the same performance if it produces an ECR value = 1. 

Moreover, other algorithm has a higher performance if ECR > 1.  The CEGASA is compared 

with algorithms including  GA-SA (Dai et al., 2013) and NSGA-II (Li et al., 2018b). 

𝐸𝐶𝑅 =
EC proposed algorithm 

EC other algorithm
      (15) 
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Table 2 Comparison of the computation time of each parameter (in seconds) 

α 
Job 

Family 
n job 

m 

machine 
T=100 T=1000 

λ =0.2 λ =0.8 λ =0.2 λ =0.8 

0.2 

Small 

5 5 1.6278 0.6875 1.3021 5.5340 

10 10 2.3875 5.5340 1.7361 6.0764 

20 20 3.5806 1.0938 3.2556 1.2344 

Medium 

25 5 4.2319 1.2500 3.5806 1.3281 

50 10 6.5104 2.0156 5.4257 2.3906 

75 20 1.4531 2.9375 1.3594 3.1563 

High 

100 5 1.9688 3.1094 1.8906 3.6094 

150 10 3.1406 5.2031 3.1875 5.5938 

200 20 4.8125 8.1563 5.2656 8.5938 

0.8 

Small 

5 5 3.9063 1.0625 4.0146 1.1094 

10 10 5.9681 1.3125 6.1847 1.3125 

20 20 1.4531 2.1094 1.3750 2.0000 

Medium 

25 5 1.6731 2.2969 1.7344 2.4688 

50 10 2.4688 3.7031 2.6094 3.5781 

75 20 3.6094 5.1563 3.5156 5.4063 

High 

100 5 4.5000 5.9531 4.6250 6.1563 

150 10 6.5938 9.4375 7.1406 9.4063 

200 20 9.6563 12.3750 9.9531 13.3281 

 

A comparison of the algorithm energy consumption and the ratio of the CEGASA between some 

other algorithms was made (see Table 3). The ECR results show the average ECR NSGA-II (Li 

et al., 2018b) values are significant at 0.88 and 0.93 for GA-SA (Dai et al., 2013).  Table 4 shows 

that NSGA-II (Li et al., 2018b) needed the shortest computational time in every case studied; 

however, it did not represent the best solution (see Table 3). Several numerical tests showed that 

the CEGASA performances were better. Furthermore, a comparison of the algorithm was also 

made with the Wilcoxon test (Table 5). These test results on CEGASA ECR performance showed 

significant differences in the performance of the ECR GASA and NSGA-II. 

 

Table 3 Comparison of the algorithms for energy consumption and ECR 

Job 

Family 
n job 

m 

machine 

Energy Consumption (in watts) ECR 

CEGASA NSGA-II GA-SA CEGASA NSGA-II GA-SA 

Small 

5 5 164349 182610 180603 1 0.90 0.91 

10 10 562304 661534.1 611200 1 0.85 0.92 

20 20 2182453 2452194 2372232 1 0.89 0.92 

Medium 

25 5 915512 1077073 943827 1 0.85 0.97 

50 10 2799539 3293575 2978233 1 0.85 0.94 

75 20 8186199 9518836 8802365 1 0.86 0.93 

High 

100 5 3622320 4116273 3853532 1 0.88 0.94 

150 10 8568337 9520374 9019302 1 0.90 0.95 

200 20 20740481 23044979 22301592 1 0.90 0.93 

Average Energy Consumption Ratio 1 0.88 0.93 
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Table 4 Comparison of the computation time for some algorithms 

Job 

Family 
n job m machine 

Computation time (in seconds) 

CEGASA NSGA-II GA-SA 

Small 

5 5 3.9063 3.5156 3.5547 

10 10 5.9681 5.0728 5.4906 

20 20 1.4531 1.2933 1.3369 

Medium 

25 5 1.6731 1.4221 1.6229 

50 10 2.4688 2.0985 2.3207 

75 20 3.6094 3.1041 3.3567 

High 

100 5 4.5000 3.9600 4.2300 

150 10 6.5938 5.9344 6.2641 

200 20 9.6563 8.6907 8.9804 

Table 5 Wilcoxon test of the ECR 

Test Z Asymp. Sig. (2-tailed) 

CEGASA - NSGA-II (Li et al., 2018b) -2.684 0.007 

CEGASA - GA-SA (Dai et al., 2013) -2.673 0.008 

 

4. CONCLUSION 

We have discussed the problem of PFSP in reducing energy consumption and offer the CEGASA 

algorithm to solve this problem. The algorithm has been compared with other algorithms and 

numerical experiments have proven that it achieves optimum energy consumption. Some other 

research areas could be studied in future work. We propose that the CEGASA be used as an initial 

solution for other meta-heuristic algorithms, and ultimately be applied to the reduction of energy 

consumption in more complex PFSPs. 
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